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#### Abstract

In modern micro-architectures, computation speed is often reduced by cache misses. Cache analysis is therefore imperative to obtain effective optimization. We present an analytical technique based on reuse distances that focuses on efficiently determining the behavior of fully associative caches and extends to set-associative caches. In this technique, the number of cache misses is obtained by counting the number of integer points in a parameterized polytope.


It is well know that this parameterized count can be represented by an Ehrhart polynomial. Previously, interpolation was used to obtain these polynomials, but this technique has some disadvantages, most notably that under certain conditions it fails to produce a solution. Our main contribution is a novel method for calculating Ehrhart polynomials analytically. It extends an existing method, based on Barvinok's decomposition, for counting the number of points in a nonparameterized polytope. Our technique always produces a solution and is usually faster than interpolation.

## 1. INTRODUCTION

With the performance gap between processor and memory doubling about every two years, current processors are able to execute up to 1000 instructions in the time of a single memory fetch. Although caches are used to alleviate this bottleneck, many programs do not sufficiently exploit the cache hardware. Large speedups can therefore be obtained for these programs by optimizing their cache behavior.

Two different techniques are used to analyze a program's cache behavior: profiling and analytical modeling. The first technique is based on cache simulators or locality analyzers and although this technique allows accurate measurement of the cache behavior, it remains slow [36, 23] and cannot be directly applied for different program inputs. In contrast, analytical methods use memory access patterns to predict the cache behavior [17, 20,31]. In this paper, we present an analytical technique that differs from the previous ones in the fact that it allows to efficiently determine the behavior of fully associative caches and extends to set-associative ones. This method exploits the concept of reuse distance to com-
municate the locality of memory accesses to the processor through cache hints and leads to an improved LRU policy. The reuse distance of a certain access in a loop to a memory element $A$ is the number of distinct memory elements accessed between this access and the next access to $A$ and may depend on the iteration of the loop. This number is obtained by counting the integer points in a union of finite sets described by linear equations and parameterized by the iterators. Such sets are called parameterized polytopes. The result of this counting is represented by an Ehrhart polynomial $[15,11]$, which is a multivariate polynomial in the parameters. The coefficients of such polynomials depend periodically on the parameter values. Parameterized counting has many applications in the program optimization community. In particular, it is very useful in cache analysis [10, 11, 4], but has also found applications in the context of process networks $[30,35]$ and real-time systems $[24,8]$.

Several techniques have been proposed for counting the integer points in finite sets, but most do not handle parameterized problems symbolically (e.g., $[28,14]$ ), while some others have never been implemented (e.g., [29]). Arguably the most general and useful technique to date which handles arbitrary parameterized polytopes is that of Clauss and Loechner [11] implemented in PolyLib [25]. Their method computes the coefficients of an Ehrhart polynomial by solving a system of equations based on the function values for some initial parameter values, in effect interpolating the polynomial. Sometimes the number of available parameter values is insufficient and then the technique fails to produce a solution. In our application we have seen that this failure occurs for three out of seven benchmark programs.

In this paper, we present a new counting method that also targets arbitrary parameterized polytopes. Unlike the previous method, ours calculates Ehrhart polynomials analytically. It therefore always produces a solution and it is usually also faster than the interpolation method. Our technique extends an existing, polynomial time (for fixed dimension) algorithm for computing the number of integer points in non-parameterized polytopes which is based on Barvinok's decomposition [2].

```
do \(\mathrm{j}=1, \mathrm{~N}\)
    do \(1=\mathrm{j}, \mathrm{N}\)
        do \(\mathrm{k}=1, \mathrm{j}-1\)
            \(A(l, j)=A(l, j)-A(l, k) * A(j, k)\)
        enddo
    enddo
    \(A(j, j)=\operatorname{sqrt}(A(j, j))\)
    do \(\mathrm{m}=\mathrm{j}+1, \mathrm{~N}\)
        \(A(m, j)=A(m, j) / A(j, j)\)
    enddo
enddo
```

Figure 1: Source code of Cholesky factorization

The remainder of this paper is organized as follows. In Section 2 we show through an example our motivation behind this work. In Section 3 we first recall both some notions from the method of Clauss and Loechner and Barvinok's algorithm. We then show how these two can be combined in our own method. In Section 4 we explain how we apply our counting method to improve the LRU policy through the use of reuse distances and cache hints and we give some experimental results. Finally, implementation details and related works are given in Section 5.

## 2. MOTIVATING EXAMPLE

In this section we present an example of polytope enumeration to improve cache accesses.

The forward reuse distance is the number of unique memory locations accessed by a program between two accesses to the same data element. This extra information can be added as an extra register operand to the instruction performing the first data access. This is called a cache hint and it is useful to improve the LRU replacement policy: if the forward reuse distance is larger than the cache size, then the data will probably not be reused and should be evicted more quickly from the cache. The LRU+CH (LRU+cache hints) replacement policy has been proven to perform at least as well as the LRU policy [21]. More experiments are given in section 4.

Let us consider the Cholesky factorization. The source code is presented in Figure 1. Consider the iteration spaces $P_{1}$ enclosing statement S4 and $P_{2}$ enclosing S9:

$$
\begin{aligned}
P_{1} & =\left\{(j, l, k) \in \mathbb{Z}^{3} \mid 1 \leq j \leq l \leq N \wedge 1 \leq k \leq j-1\right\} \\
P_{2} & =\left\{(j, m) \in \mathbb{Z}^{2} \mid 1 \leq j \leq N \wedge j+1 \leq m \leq N\right\}
\end{aligned}
$$

We will compute the forward reuse distance for the data element $A(m, j)$ accessed by statement S 9 .

A dependence analysis yields to the following result. Statement S 9 accesses $A\left(m_{0}, j_{0}\right)$ at iteration $\left(j_{0}, m_{0}\right)$ of $P_{2}$, which is reused for the first time by statement $S 4$ through reference $A\left(l_{1}, k_{1}\right)$ at iteration $\left(j_{1}, l_{1}, k_{1}\right)$ of $P_{1}$, with $j_{1}=j_{0}+1$, $l_{1}=m_{0}$, and $k_{1}=j_{0}$. The set of iterations between these two accesses is $P_{2}^{\prime} \cup P_{1}^{\prime}$ with:

$$
\begin{aligned}
P_{2}^{\prime}= & \left\{(j, m) \in P_{2} \mid\left(j=j_{0} \wedge m \geq m_{0}\right)\right\} \\
P_{1}^{\prime}= & \left\{(j, l, k) \in P_{1} \mid\left(j=j_{1} \wedge l<l_{1}\right) \vee\right. \\
& \left.\left(j=j_{1} \wedge l=l_{1} \wedge k \leq k_{1}\right)\right\}
\end{aligned}
$$

The next step consists in computing all the data accessed
by this set of iterations. In iteration space $P_{2}$ the elements $A(m, j)$ and $A(j, j)$ are accessed, while in $P_{1}$ the elements $A(l, j), A(l, k)$, and $A(j, k)$ are accessed. We assume that the order of accesses in statement S 9 is $A(m, j) ; A(j, j)$, and the order of accesses in statement S 4 is $A(l, j) ; A(l, k)$; $A(j, k)$. So the set of data being accessed in array $A$ is:

$$
\begin{aligned}
& \left\{(m, j) \mid(j, m) \in P_{2}^{\prime} \backslash\left\{\left(j_{0}, m_{0}\right)\right\}\right\} \\
\cup & \left\{(j, j) \mid(j, m) \in P_{2}^{\prime}\right\} \\
\cup & \left\{(l, j) \mid(j, l, k) \in P_{1}^{\prime}\right\} \\
\cup & \left\{(l, k) \mid(j, l, k) \in P_{1}^{\prime} \backslash\left\{\left(j_{1}, l_{1}, k_{1}\right)\right\}\right\} \\
\cup & \left\{(j, k) \mid(j, l, k) \in P_{1}^{\prime} \backslash\left\{\left(j_{1}, l_{1}, k_{1}\right)\right\}\right\} .
\end{aligned}
$$

Finally, the forward reuse distance for element $A(m, j)$ accessed by statement S 9 is the number of integer points contained in this union of polytopes. The union can easily be simplified as a union of disjoint polytopes and the sum of the corresponding Ehrhart polynomials is: $j_{0}\left(m_{0}-j_{0}-1\right)+N$.

For each data element being loaded into cache, if this number is larger than the cache size, it will probably not be reused and should be evicted from cache quickly. As a result, there is less cache pollution and the data elements that have a chance to be reused probably will be.

The last step of our method, computing the Ehrhart polynomials, sometimes failed with the interpolation based implementation. This is due to a lack of sufficient parameter values needed to complete the system of equations from which the Ehrhart polynomial is computed. This is why we developed a novel method for calculating Ehrhart polynomials, presented in the following section.

## 3. COUNTING PARAMETERIZED SETS

In this section, we consider the problem of counting the number of integer points in a parameterized polytope, which is a set of points bounded by linear equations:

$$
\begin{equation*}
P_{\mathbf{p}}=\left\{\mathbf{x} \in \mathbb{Q}^{d} \mid A \mathbf{x} \geq B \mathbf{p}+\mathbf{c}\right\} \tag{1}
\end{equation*}
$$

where $A$ and $B$ are integer matrices, $\mathbf{c}$ is an integer vector and $\mathbf{p}$ is a parameter vector, $\mathbf{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in \mathbb{Z}^{n}$. Without loss of generality (see Section 5), we assume that $P$ is full-dimensional, i.e., that the dimension of $P$ is $d$ as well. Results cited from other sources have been adapted accordingly.

It is well known [15] that the above count can be represented by an Ehrhart polynomial $\mathcal{E}(P ; \mathbf{p})$, which is a pseudopolynomial of degree at most $d$. The coefficients of a pseudopolynomial depend periodically on the parameters and are called periodic numbers.

DEFINITION 1. An n-periodic number $U(\mathbf{p})$ is a function $\mathbb{Z}^{n} \mapsto \mathbb{Z}$, such that $U(\mathbf{p})=U\left(\mathbf{p}^{\prime}\right)$ whenever $p_{i} \equiv p_{i}^{\prime} \bmod q_{i}$, for $1 \leq i \leq n$ and $q_{i}$ the period in dimension $i$. The lcm (least common multiple) of all $q_{i}$ is called the period of $U(\mathbf{p})$.

These periodic numbers can be represented by a lookuptable $U_{\mathbf{p}}$ such that $U(\mathbf{p})=U_{\mathbf{p}}\left[p_{1} \bmod q_{1}, \ldots, p_{n} \bmod q_{n}\right]$.

In the remainder of this section, we first recall how Ehrhart polynomials were calculated previously and the problems this entails. Then we show how we solved these problems by taking an algorithm for counting the number of points in non-parameterized polytopes based on Barvinok's decomposition and extending it to compute Ehrhart polynomials.

### 3.1 Validity Domains and Interpolation

A parameterized polytope (1) can also be represented by an explicit notation:

$$
\begin{equation*}
P_{\mathbf{p}}=\left\{\mathbf{x} \in \mathbb{Q}^{d} \mid \mathbf{x}=\lambda V(\mathbf{p}), 0 \leq \lambda_{j}, \sum_{j} \lambda_{j}=1\right\} \tag{2}
\end{equation*}
$$

with the columns of $V(\mathbf{p})$ the extremal points of the polytope, called the vertices $\mathcal{V}\left(P_{\mathbf{p}}\right)$. Each vertex $\mathbf{v}_{j}(\mathbf{p})$ is an affine combination of the parameters with rational coefficients. As Loechner and Wilde [26] showed, however, some of the vertices may only be valid for a subset of the parameter values. Therefore, the parameter space has to be partitioned into validity domains $\left\{D_{k}\right\}=\mathcal{W}\left(P_{\mathbf{p}}\right)$, each with a subset $\mathcal{V}_{D_{k}}\left(P_{\mathbf{p}}\right) \subset \mathcal{V}\left(P_{\mathbf{p}}\right)$ of the total number of parameterized vertices.

Clauss and Loechner [11] showed that the period in dimension $i$ of the periodic numbers that appear in the Ehrhart polynomial of a parameterized polytope (in a given validity domain) is a divisor of the lcm of the denominators of the coefficients of $p_{i}$ in the affine expressions that define the vertices $\mathbf{v}_{j}(\mathbf{p})$ (that are valid in the validity domain). Based on this knowledge, they calculate the number of points in a set of instances of $P_{\mathbf{p}}$ for fixed values of $\mathbf{p}$ in a given validity domain, called initial countings, and then calculate the Ehrhart polynomial for this validity domain through interpolation.

The main problem with this approach is that the number of initial countings required for interpolating a $d$-dimensional Ehrhart polynomial with periods $q_{i}$ is $\prod_{i=1}^{n}(d+1) q_{i}$. If a suitable set of parameter values cannot be found inside the validity domain, then this approach fails to produce a solution.

### 3.2 Barvinok's Algorithm

The basic idea behind Barvinok's algorithm [1, 9, 14], is to consider the generating function of the integer points in a polytope $P$. This generating function is a formal power series with a term for each integer point in $P$, i.e.,

$$
f(P ; \mathbf{x})=\sum_{\alpha \in P \cap \mathbb{Z}^{d}} \mathbf{x}^{\boldsymbol{\alpha}}
$$

with $\mathbf{x}^{\boldsymbol{\alpha}}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{d}^{\alpha_{d}}$. Evaluating this function at $\mathbf{x}=\mathbf{1}$ yields the number of terms, which equals the desired number of points. The generating function is obviously not constructed by enumerating all the integer points in $P$, but rather as a signed sum of short rational functions that can be derived from the description of $P$.

Example 1. Consider the polytope $T$ shown in Figure 2: $T=\left\{\mathbf{x} \mid x_{1} \geq 0 \wedge x_{2} \geq 0 \wedge x_{1}+x_{2} \leq 2\right\}$. Its generating function is $f(T ; \mathbf{x})=1+x_{1}+x_{1}^{2}+x_{2}+x_{1} x_{2}+x_{2}^{2}$. Barvinok's


Figure 2: Barvinok example


Figure 3: Barvinok's decomposition of cone $\left(P, \mathbf{v}_{1}\right)$.
algorithm, however, will produce this function in the following form:

$$
\begin{array}{r}
\frac{x_{2}^{2}}{\left(1-x_{2}^{-1}\right)\left(1-x_{1} x_{2}^{-1}\right)}+\frac{x_{1}^{2}}{\left(1-x_{1}^{-1}\right)\left(1-x_{1}^{-1} x_{2}\right)} \\
+\frac{1}{\left(1-x_{1}\right)\left(1-x_{2}\right)}
\end{array}
$$

Computing the residue at 1, we can confirm that the number of integer points in $T$ is indeed $f(T ; \mathbf{1})=6$.

To construct the generating function as a signed sum of short rational functions, we consider the vertices $\mathbf{v}_{i}$ of $P$ and the constraints that it saturates, i.e., the constraints $\langle\mathbf{a}, \mathbf{x}\rangle \geq b$ with $\left\langle\mathbf{a}, \mathbf{v}_{i}\right\rangle=b$, where $\langle.,$.$\rangle is the standard scalar product.$ The region in $\mathbb{Q}^{d}$ bounded by these constraints for a particular $\mathbf{v}_{i}$ is called the supporting cone cone $\left(P, \mathbf{v}_{i}\right)$. E.g., the supporting cone of vertex $\mathbf{v}_{1}$ of the polytope (shaded area) in figure 3 is shown in thick lines. It can be shown [1] that the generating function of $P$ is equal to the sum of the generating functions of its supporting cones. To construct the generating function of a supporting cone, we use Barvinok's decomposition into unimodular cones.

DEFINITION 2. A cone with generators $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{k} \in$ $\mathbb{Z}^{d}$ is a set of the form $\left\{\sum_{i} \lambda_{i} \mathbf{u}_{i} \mid \lambda_{i} \geq 0\right\}$. It is called unimodular if its generators form a basis of $\mathbb{Z}^{d}$.

Note that using this definition, $\operatorname{cone}\left(P, \mathbf{v}_{i}\right)$ is not a cone itself, but the sum of $\mathbf{v}_{i}$ and some cone $K$. Barvinok proposed to decompose this cone into a signed "sum" of unimodular cones $\left\{\left(\epsilon_{i}, K_{i}\right)\right\}=\mathcal{B}(K)$, with $\epsilon_{i} \in\{-1,1\}$, the sign corresponding to unimodular cone $K_{i}$. Here, "sum" can be interpreted to mean that the generating function of $K$ is the signed sum of the generating functions of the unimodular cones. It can be shown [1] that a simple explicit formula exists for the generating function of a unimodular cone: $f\left(K_{i} ; \mathbf{x}\right)=\prod_{j=1}^{k}\left(1-\mathbf{x}^{\mathbf{u}_{j}^{i}}\right)^{-1}$, with $\mathbf{u}_{j}^{i}$ the generators of $K_{i}$. A key feature of this decomposition is that it takes polynomial time (for fixed dimensions).

To obtain the final generating function, the generating functions corresponding to the unimodular cones $K_{i}$ need to be translated to the vertex $\mathbf{v}$. If $\mathbf{v}$ is integer, then we simply need to add $\mathbf{v}$ to all of the exponents in the generating function, which corresponds to a multiplication by $\mathbf{x}^{\mathbf{v}}$. If $\mathbf{v}$ is not integer, however, then we need to find another point $\mathbf{v}^{\prime}=E\left(\mathbf{v}, K_{i}\right)$ such that $\mathbf{x}^{\mathbf{v}^{\prime}} f\left(K_{i} ; \mathbf{x}\right)$ generates $K_{i}+\mathbf{v}$. Since $K_{i}$ is unimodular, this point exists and is uniquely defined as the smallest integer linear combination of the generators of $K_{i}$ that lies inside $K_{i}+\mathbf{v}$ [14]. I.e.,

$$
\begin{equation*}
E\left(\mathbf{v}, K_{i}\right)=\sum_{j}\left\lceil\lambda_{j}\right\rceil \mathbf{u}_{j}^{i}, \tag{3}
\end{equation*}
$$

where $\boldsymbol{\lambda}$ is the rational solution to $\mathbf{v}=\sum_{j} \lambda_{j} \mathbf{u}_{j}^{i}$ and $\lceil$. is the upper integer part. Note that if $\mathbf{v}$ is integer, then $E\left(\mathbf{v}, K_{i}\right)=\mathbf{v}$. The final generating function is then

$$
\begin{equation*}
f(P ; \mathbf{x})=\sum_{\mathbf{v} \in \mathcal{V}(P)} \sum_{i=1}^{\left|\mathcal{B}\left(K_{\mathbf{v}}\right)\right|} \epsilon_{i} \frac{\mathbf{x}^{E\left(\mathbf{v}, K_{i}\right)}}{\prod_{j=1}^{d}\left(1-\mathbf{x}^{\mathbf{u}_{j}^{i}}\right)} \tag{4}
\end{equation*}
$$

Example 2. Figure 3 shows a polytope $P$ (shaded area) and its supporting cone (thick lines) at vertex $\mathbf{v}_{1}$. A possible signed unimodular decomposition for $\operatorname{cone}\left(P, \mathbf{v}_{1}\right)-\mathbf{v}_{1}$ is the pair $\left\{\left(1, K_{1}\right),\left(1, K_{2}\right)\right\} .{ }^{1} \quad$ Let $\mathbf{v}_{1}^{\prime}=E\left(\mathbf{v}_{1}, K_{1}\right)$ and $\mathbf{v}_{1}^{\prime \prime}=$ $E\left(\mathbf{v}_{1}, K_{2}\right)$. Since both signs are positive, we have

$$
f\left(\operatorname{cone}\left(P, \mathbf{v}_{1}\right) ; \mathbf{x}\right)=f\left(\mathbf{v}_{1}^{\prime}+K_{1} ; \mathbf{x}\right)+f\left(\mathbf{v}_{1}^{\prime \prime}+K_{2} ; \mathbf{x}\right)
$$

The integer points in $\mathbf{v}_{1}^{\prime}+K_{1}$ are indicated by $\boxplus$, whereas the integer points in $\mathbf{v}_{1}^{\prime}+K_{1}$ are indicated by $\oplus$.

Note that each term in (4) has a pole at $\mathbf{x}=\mathbf{1}$. We can still evaluate this function at $\mathbf{x}=\mathbf{1}$ by computing the residue. De Loera [14] shows that, through a suitable variable substitution, each term in (4) can be written as

$$
\begin{equation*}
\epsilon_{i}^{\prime} \frac{N(s)}{D^{\prime}(s)}=\epsilon_{i}^{\prime} \frac{(s+1)^{\left\langle\mu, E\left(\mathbf{v}, K_{i}\right)\right\rangle+c}}{s^{d} D(s)}, \tag{5}
\end{equation*}
$$

with $\mathbf{x}=(s+1)^{\mu}, D(s)$ a polynomial with integer coefficients, independent of $\mathbf{v}, \boldsymbol{\mu}$ some integer vector and $\mathbf{c}$ some integer constant. Evaluating (4) at $\mathbf{x}=\mathbf{1}$ is equivalent to summing the terms (5) evaluated at $s=0$. This in turn can be accomplished by computing the coefficient of $s^{d}$ in the Taylor expansion of $N(s) / D(s)$. Note that this only requires the first $(d+1)$ coefficients of $N(s)$. The (signed) sum
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## Algorithm 1 Parameterized Barvinok <br> 1. For each vertex $\mathbf{v}_{i}(\mathbf{p}) \in \mathcal{V}(P)$

(a) Determine supporting cone cone $\left(P, \mathbf{v}_{i}(\mathbf{p})\right)$
(b) Let $K=\operatorname{cone}\left(P, \mathbf{v}_{i}(\mathbf{p})\right)-\mathbf{v}_{i}(\mathbf{p})$
(c) $\operatorname{Let}\left\{\left(\epsilon_{j}, K_{j}\right)\right\}=\mathcal{B}(K)$
(d) For each $K_{j}$
i. Determine $f\left(K_{j} ; \mathbf{x}\right)$
(e) $f\left(\operatorname{cone}\left(P, \mathbf{v}_{i}(\mathbf{p})\right) ; \mathbf{x}\right)=\sum_{j} \epsilon_{j} \mathbf{x}^{E\left(\mathbf{v}_{i}(\mathbf{p}), K_{j}\right)} f\left(K_{j} ; \mathbf{x}\right)$
2. For each validity domain $D_{k}$ of $P$
(a) $f_{D_{k}}(P ; \mathbf{x})=\sum_{\mathbf{v}_{i} \in \mathcal{V}_{D_{k}}(P)} f\left(\operatorname{cone}\left(P, \mathbf{v}_{i}(\mathbf{p})\right) ; \mathbf{x}\right)$
(b) evaluate $f_{D_{k}}(P ; \mathbf{1})$
of the coefficients of $s^{d}$ in each of the terms then yields the desired number of points in the polytope.

### 3.3 Computing Ehrhart Polynomials

Algorithm 1 shows our extension of Barvinok's method to parameterized polytopes. The main idea behind this generalization is to consider Loechner and Wilde's decomposition of the parameter space and to apply Barvinok's algorithm to the fixed set of (parameterized) vertices that belong to each validity domain. Thus, one parameterized generating function is to be computed for each of these validity domains.

Similarly to the non-parameterized case, the generating function for the parameterized polytope $P_{\mathbf{p}}$ on validity domain $D$ is the parameterized version of equation (4):

$$
\begin{equation*}
f_{D}\left(P_{\mathbf{p}} ; \mathbf{x}\right)=\sum_{\mathbf{v}(\mathbf{p}) \in \mathcal{V}_{D}\left(P_{\mathbf{p}}\right)} \sum_{i=1}^{\left|\mathcal{B}\left(K_{\mathbf{v}}\right)\right|} \epsilon_{i} \frac{\mathbf{x}^{E\left(\mathbf{v}(\mathbf{p}), K_{i}\right)}}{\prod_{j=1}^{d}\left(1-\mathbf{x}^{\mathbf{u}_{j}^{i}}\right)} \tag{6}
\end{equation*}
$$

with $\epsilon_{i} \in\{-1,1\}$ and $\mathbf{v}(\mathbf{p})$ a parameterized vertex of the polytope $P_{\mathbf{p}}$. Each coordinate of $\mathbf{v}(\mathbf{p})$ is an affine function of the parameters. $K_{i}$ is the $i$ th unimodular cone in the signed unimodular decomposition of cone $K_{\mathbf{v}}$, the translation to the origin of the supporting cone at $\mathbf{v}(\mathbf{p})$. The supporting cone is again defined by the constraints that $\mathbf{v}(\mathbf{p})$ saturates, i.e., the constraints $\langle\mathbf{a}, \mathbf{x}\rangle \geq\langle\mathbf{b}, \mathbf{p}\rangle+c$ such that $\langle\mathbf{a}, \mathbf{v}(\mathbf{p})\rangle=\langle\mathbf{b}, \mathbf{p}\rangle+c$. The correctness of (6) follows from the fact that the generators of $K$ are independent of the parameters, which means that Barvinok's decomposition can be applied without change.

The exponent in the numerators of (6), which corresponds to the uniquely defined point inside the translated unimodular cone, is given by the parameterized version of (3):

$$
\begin{equation*}
E\left(\mathbf{v}(\mathbf{p}), K_{i}\right)=\sum_{j=1}^{d}\left\lceil\lambda_{j}(\mathbf{p})\right\rceil \mathbf{u}_{j}^{i}, \tag{7}
\end{equation*}
$$

where the $\lambda_{j}(\mathbf{p})$ s are rational affine functions of the parameters that solve $\mathbf{v}(\mathbf{p})=\sum_{j=1}^{d} \lambda_{j}(\mathbf{p}) \mathbf{u}_{j}^{i}$.

Let $m$ be an integer constant such that $m \lambda_{j}(\mathbf{p})$ is an integer
affine function, then [18]

$$
\begin{equation*}
\left\lceil\lambda_{j}(\mathbf{p})\right\rceil=\left\lceil\frac{m \lambda_{j}(\mathbf{p})}{m}\right\rceil=\lambda_{j}(\mathbf{p})+\frac{\left(-m \lambda_{j}(\mathbf{p})\right) \bmod m}{m} . \tag{8}
\end{equation*}
$$

The second term on the right is a periodic number, say $U_{j}^{\prime}(\mathbf{p})$, with period at most $m$ [27]. As explained near the top of Section 3, this periodic number can be represented by a lookup-table. To construct this table, we simply evaluate the modulo expression in (8) for a set of fixed parameter values. Note that, unlike was the case with interpolation, we need not restrict ourselves to values from the validity domain since the expression in (8) is valid for all values of p. Substituting the value of $\left\lceil\lambda_{j}(\mathbf{p})\right\rceil$ in (7) we get

$$
\begin{equation*}
E\left(\mathbf{v}(\mathbf{p}), K_{i}\right)=\sum_{j=1}^{d} \lambda_{j}(\mathbf{p}) u_{j}^{i}+\sum_{j=1}^{d} U_{j}^{\prime}(\mathbf{p}) u_{j}^{i}=\mathbf{v}(\mathbf{p})+\mathbf{U}(\mathbf{p}) \tag{9}
\end{equation*}
$$

with $\mathbf{U}(\mathbf{p})$ a vector of periodic numbers.
As in the non-parameterized case, we can obtain the value of the parameterized generating function (6) at $\mathbf{x}=\mathbf{1}$ by computing the residue. Again, the variable substitution proposed by De Loera [14] is independent of the numerator and hence of the parameters. Substituting (9) in (5), we obtain

$$
N_{\mathbf{p}}(s)=(s+1)^{\langle\boldsymbol{\mu}, \mathbf{v}(\mathbf{p})+\mathbf{U}(\mathbf{p})\rangle+c}=(s+1)^{\Lambda(\mathbf{p})},
$$

with $\Lambda(\mathbf{p})$ an affine function of the parameters with a constant part that may be a periodic number. The coefficients of $N_{\mathbf{p}}(s)$ up to that of $s^{d}$ (i.e., those required to compute the coefficient of $s^{d}$ in $\left.N_{\mathbf{p}}(s) / D(s)\right)$ are

$$
n_{i}(\mathbf{p})=\binom{\Lambda(\mathbf{p})}{i}=\frac{\prod_{j=0}^{i-1}(\Lambda(\mathbf{p})-j)}{i!} \quad \text { for } 0 \leq i \leq d
$$

Each coefficient $n_{i}(\mathbf{p})$ in the above formula is given by a product of at most $d$ affine functions of the parameters with constant parts that may be periodic numbers. This implies that each of these coefficients is a multivariate polynomial of the parameters in which the coefficients may be periodic numbers and for which the sum of powers in each multivariate monomial is at most $d$. Since the coefficient of $s^{d}$ in $N_{\mathbf{p}}(s) / D(s)$ is a linear combination of these $n_{i}(\mathbf{p})$, it conforms to the same property and so does the (signed) sum of all these terms. That is, the residue of (6), which is equal to the (parameterized) number of points in $P_{\mathbf{p}}$, is an Ehrhart polynomial, as expected. I.e.,

$$
\mathcal{E}_{D}(P ; \mathbf{p})=f_{D}\left(P_{\mathbf{p}} ; \mathbf{1}\right)=\sum_{0 \leq i_{1}+i_{2}+\cdots+i_{n} \leq d} U_{\mathbf{i}}(\mathbf{p}) \mathbf{p}^{\mathbf{i}},
$$

with the $U_{\mathbf{i}}(\mathbf{p})$ s periodic numbers and $d$ the dimension of $P_{\mathbf{p}}$. Note that this Ehrhart polynomial is calculated analytically and that it can be computed for any validity domain, no matter its size or shape.

## 4. CACHE HINT SELECTION BASED ON REUSE DISTANCE EQUATIONS

In this section, a new compiler optimization enabled by the analytical calculation of Ehrhart polynomials is described. The aim of the optimization is to improve the replacement decisions in the data cache, by communicating the locality of memory accesses to the processor through cache hints.


Figure 4: The top row indicates 7 sequential memory accesses, which are generated by the references in the second row. The bottom row shows the corresponding memory locations $A, B, X$ or $Z$. The accesses to $X$ and $Z$ are not part of a reuse pair, since they are accessed only once in the stream. $\operatorname{ADS}\left(a_{1}, a_{6}\right)=\{B, X, Z\}$, and $\operatorname{RD}\left(a_{1}, a_{6}\right)=\left|\operatorname{ADS}\left(a_{1}, a_{6}\right)\right|=3 . \operatorname{RD}\left(a_{6}, a_{7}\right)=0 . \operatorname{FRD}\left(a_{1}\right)=$ 3. $\operatorname{FRD}\left(a_{6}\right)=0$.

### 4.1 Reuse Distance and Cache Hints

Definition 3. A memory reference corresponds to a read or write instruction, while a particular execution of that read or write at runtime is a memory access [17]. A reuse pair $\left(a_{1}, a_{2}\right)$ is a pair of memory accesses in a memory access stream, which touch the same memory location, without intermediate accesses to that location. The accessed data set (ADS) of a reuse pair $\left(a_{1}, a_{2}\right)$ is the set of unique memory locations accessed between $a_{1}$ and $a_{2}$ and is denoted by $\operatorname{ADS}\left(a_{1}, a_{2}\right)$. The reuse distance of a reuse pair $\left(a_{1}, a_{2}\right)$ is the number of unique memory locations accessed between accesses $a_{1}$ and $a_{2}$. It is denoted by $\operatorname{RD}\left(a_{1}, a_{2}\right)$, and equals $\left|\operatorname{ADS}\left(a_{1}, a_{2}\right)\right|$. The forward reuse distance of a memory access $a_{1}$ is the reuse distance of the pair $\left(a_{1}, a_{2}\right)$. If there is no such reuse pair, its forward reuse distance is $\infty$.

Lemma 1. In a fully associative LRU cache with CS lines, the memory line referenced by an access a will stay in the cache until the next use of that memory line if and only if $\operatorname{FRD}(a)<\mathrm{CS}$.

Definition 4. A cache hint is an extra register operand to a memory instruction, that contains the forward reuse distance of that memory access.

Example 3. In the instruction ld $\mathrm{r} 7=[\mathrm{r} 4]$, $\mathrm{frd}=\mathrm{r} 9$, register r 9 is the cache hint. The contents of the register should be the forward reuse distance of that particular execution of the load-instruction.

The cache replacement policy uses the cache hints to improve over the LRU replacement policy. When the FRD is larger than the cache size, the data will probably not be reused and should be evicted from the cache, so that additional cache space is available for other data. The LRU +CH replacement policy is presented in algorithm 2 . It is based on the LRU policy, but gives accesses $a$ for which the $\operatorname{FRD}(a) \geq$ CS a low priority. In [21], Jain et al. proved that this replacement policy is guaranteed to perform at least as good as LRU.

```
Algorithm 2 LRU+CH Replacement Policy
1. if \(l\) is not present in the cache, replace the cache line at the bottom of the stack with line \(l\).
2. if \(\operatorname{FRD}(a)<\mathrm{CS}\), move \(l\) to the top of the stack, else if \(\operatorname{FRD}(a) \geq \mathrm{CS}\), move \(l\) to the bottom of the stack.
```


### 4.2 Reuse Distance Equations

The reuse distances of the individual references in the program are calculated in 3 steps:

1. The reuse pairs in the memory access stream are calculated. For every two references $(r, s)$, a set of polytopes reuse $(r \rightarrow s)$ is generated, which represent all reuse pairs for which the first access is generated by an execution of reference $r$, and the second access is generated by $s$.
2. For each set of reuse pairs, a set of polytopes is constructed which describes the accessed data set (ADS) of the reuse pairs in the set.
3. The number of different memory locations in the ADS is counted, which equals the reuse distance of the reuse pair.

In the reuse distance equations, the following notations are used.

DEFINITION 5. The set of all the references in a program is denoted by $\boldsymbol{\mathcal { R }}$. The set of variables in a program is denoted by $\mathcal{V}$. The iteration space of the statement in which a reference $r$ occurs is denoted by $\operatorname{IS}(\boldsymbol{r})$. The memory location which is accessed by $r$ at iteration point $i$ is denoted by $\boldsymbol{r} @ i$. The fact that iteration point $i$ of reference $r$ is executed before iteration point $j$ of reference $s$ is expressed as $\boldsymbol{i}_{\boldsymbol{r}}<\boldsymbol{j}_{\boldsymbol{s}}$. The set of the program parameters is denoted by $\mathcal{P}$.

### 4.2.1 Reuse pair formulas

Every memory access is uniquely defined by the reference $r$ which generates the access and the iteration point $I_{r}$ at which the access occurs.

All reuse pairs $(x, y)$ for which the first access $x$ originates from reference $r$ and the second access $y$ originates from reference $s$, are combined into the set of reuse pairs denoted by reuse $(r \rightarrow s)$, which contains the iteration points $I_{r}$ and $J_{s}$ that generate a reuse. These iteration points are described by the following simultaneous equations:

$$
\begin{aligned}
& \forall r, s \in \mathcal{R}: \text { reuse }(r \rightarrow s)= \\
& \quad\left\{\left(I_{r}, J_{s}\right) \in \mathbb{Z}^{n}: \text { subject to conditions (10a)-(10d) }\right\} \\
& I_{r} \in \mathrm{IS}(r) \wedge J_{s} \in \mathrm{IS}(s) \quad \text { (iteration space) (10a) } \\
& I_{r} \lessdot J_{s} \\
& r @ I_{r}=s @ J_{s} \\
& \forall t \in \mathcal{R}: \neg\left(\exists K_{t} \in \mathrm{IS}(t): I_{r} \lessdot K_{t} \lessdot J_{s} \wedge t @ K_{t}=r @ I_{r}\right)
\end{aligned}
$$

(no intervening access) (10d)

(a) reuse $(A(i, j) \rightarrow A(k, l))$ $\{(i, j, k, l)$ :

(c)

Figure 5: The reuse pairs for a simple program. In (a), the example program is shown. In (b), the reuse pairs are shown as arrows between the iteration points of the two different references. In (c), the reuse pairs are described by parameterized integer polytopes.

The above formula gives the constraints which must be satisfied before a reuse occurs between $r @ I_{r}$ and $s @ J_{s}$. Equation (10a) expresses that $I_{r}$ and $J_{s}$ are part of the iteration space of respectively $r$ and $s$. (10b) demands that $I_{r}$ must be executed before $J_{s}$; (10c) encodes that the same memory location must be accessed and (10d) ensures that no intervening memory access touches the same memory location.

An example of the above equations for a simple program is shown in Figure 5.

### 4.2.2 Accessed data set of a reuse pair

The function $\operatorname{map}_{r}^{A}$ maps an iteration space to the elements of array $A$ accessed by $r$, while iters $_{t}\left(I_{r}, J_{s}\right)$ is the set of iterations of reference $t$ executed between iteration $I_{r}$ and iteration $J_{s}$ :

$$
\begin{gather*}
\operatorname{map}_{r}^{A}=\{I \rightarrow r @ I: I \in \mathrm{IS}(r)\}  \tag{11}\\
\operatorname{iters}_{t}\left(I_{r}, J_{s}\right)=\left\{K_{t} \in \mathrm{IS}(t): I_{r} \lessdot K_{t} \lessdot J_{s}\right\} \tag{12}
\end{gather*}
$$

Now $\operatorname{ADS}^{A}$ (reuse $(r \rightarrow s)$ ), the elements of $A$ that are in the ADS of the reuse pairs in reuse $(r \rightarrow s)$, is expressed as follows:

$$
\begin{equation*}
\operatorname{ADS}^{A}(\operatorname{reuse}(r \rightarrow s))=\bigcup_{t \in \mathcal{R}} \operatorname{map}_{t}^{A}\left(\operatorname{iters}_{t}(\operatorname{reuse}(r \rightarrow s))\right) \tag{13}
\end{equation*}
$$

Equation (13) expresses that the ADS of a reuse pair can
be found by first calculating the iterations between use and reuse. Then, the ADS is simply all the data locations which are touched by the accesses in the iterations between use and reuse. The calculation of the ADS for a reuse pair of the program in figure $5(\mathrm{a})$ is shown in figure 6 .

### 4.2.3 Reuse distance of a reuse pair

In order to find the reuse distance of a reuse pair, the number of different memory locations in its ADS needs to be counted:
$\operatorname{RD}($ reuse $(r \rightarrow s))=\sum_{A \in \mathcal{V}} \mathcal{E}\left(\operatorname{ADS}^{A}(\right.$ reuse $\left.(r \rightarrow s)) ; I_{r}, J_{s}, \mathcal{P}\right)$
$\operatorname{ADS}^{A}$ (reuse $\left.(r \rightarrow s)\right)$ is a set of parameterized integer polytopes. Besides calculating the reuse distance of a reuse pair, it is also possible to compute the forward reuse distances of a memory reference $r$, denoted by $\operatorname{FRD}(r)$ :

$$
\begin{equation*}
\operatorname{FRD}(r)=\sum_{s \in \mathcal{R}, A \in \mathcal{V}} \mathcal{E}\left(\operatorname{ADS}^{A}(\text { reuse }(r \rightarrow s)) ; I_{r}, \mathcal{P}\right) \tag{15}
\end{equation*}
$$

Examples of the above equations are given in figure 7 .

### 4.3 Experiments

The reuse distance equations have been implemented in the FPT[38] compiler. The equations (10a)-(13) may consist of integer linear inequalities, the logical connectives $\neg, \vee, \wedge$ and the quantifier $\exists$. Such formulas are called Presburger formulas. The Omega library[22] is used to simplify them into a union of disjoint polytopes, which are counted using the method described in Section 3.

After the reuse distances have been calculated, FPT writes out an instrumented version of the source code, which produces a function call to a cache simulator for each memory access. The function call takes as arguments the address of the accessed variable and the calculated forward reuse distance. For example, the reuse distance $j(m-j-1)+N$ calculated in section 2 for reference $A(m, j)$ would show up in the instrumented code as:

```
...
do m = j+1, N
    CALL ACCESS}(A(m,j),j*(m-j-1)+N
    A(m,j) = ...
```


## enddo

The calculated reuse distances were compared with reuse distances measured by profiling[5] and were found to be identical in all cases, indicating the exactness of our method.

For a number of programs from the NAS and SPEC benchmarks and Livermore loop kernels, this instrumentation has been performed. The number of polytopes that were enumerated are listed in table 1. It shows that for 3 programs, the previous method[11] fails to find the solution for all polytopes. Furthermore, the proposed method computes the number of points in a polytope about 3.7 times faster than the previous method.

## Iteration domain


(a)
$\operatorname{ADS}^{\mathrm{A}}(\operatorname{reuse}(\mathrm{A}(\mathrm{i}, \mathrm{j}) \rightarrow \mathrm{A}(\mathrm{k}, \mathrm{l})))=$

$$
\begin{array}{llc}
\{(x, y): & (1 \leq i \leq N \wedge 1 \leq j \leq i \wedge & I S(\mathrm{~A}(\mathrm{i}, \mathrm{j})) \\
& 1 \leq k \leq N \wedge 1 \leq l \leq k \wedge & \text { IS(A }(\mathrm{k}, \mathrm{l})) \\
& i=k \wedge j=l) \wedge & \text { same location } \\
& (x<k \vee x=k \wedge y<l \vee & \text { data accessed be- } \\
& x>i \vee x=i \wedge y>j)\} & \text { tween use and reuse }
\end{array}
$$

(b)

Figure 6: Graphical representation of the calculation of $\operatorname{ADS}$ (reuse $(A(i, j) \rightarrow A(k, l))$ ), for the program in figure $5(\mathrm{a})$. A single reuse pair is shown (from reference $\mathrm{A}(i, j)$ at iteration point $(i=7, j=4)$ to the access made by reference $\mathrm{A}(\mathrm{k}, l)$ at iteration point $(k=7, l=4)$ ). On the left hand side, iters $_{\mathrm{A}(\mathrm{i}, \mathrm{j})}(i=7, j=4, k=7, l=4)$ and iters $_{\mathrm{A}(\mathrm{k}, l)}(i=7, j=4, k=7, l=4)$ are indicated in the iteration spaces of the references as areas $\alpha$ and $\beta$. After applying the mapping functions $\operatorname{map}_{A(i, j)}^{A}$ and $\operatorname{map}_{A(k, 1)}^{A}$, the parts of array $A$ that are accessed by the iterations between $(i=7, j=4)$ and $(k=7, l=4)$, are shown as $\alpha^{\prime}$ and $\beta^{\prime}$.

(a)

$$
\begin{aligned}
& \text { - } \operatorname{RD}(\text { reuse }(\mathrm{A}(\mathrm{i}, \mathrm{j}) \rightarrow \mathrm{A}(\mathrm{k}, \mathrm{l})))= \\
& \\
& \quad \mathcal{E}\left(\mathrm{ADS}^{\mathrm{A}}(\operatorname{reuse}(\mathrm{~A}(\mathrm{i}, \mathrm{j}) \rightarrow \mathrm{A}(\mathrm{k}, \mathrm{l}))) ; \mathrm{i}, \mathrm{j}, \mathrm{k}, \mathrm{l}, \mathrm{~N}\right)= \\
& \\
& \quad \frac{N^{2}+N}{2}-1 \\
& \text { - } \operatorname{FRD}(\mathrm{A}(\mathrm{i}, \mathrm{j}))=\frac{N^{2}+N}{2}-1
\end{aligned}
$$

(b)

Figure 7: In figure (a), the accessed data elements of array A between use and reuse for the reuse in figure 6 is shown graphically. The amount of data in this set is $\frac{N^{2}+N}{2}-1$, which equals the reuse distance of that reuse. In figure (b), reuse distance and the forward reuse distance are described in function of matrix size $N$, using the equations (14)- (15).

The resulting program was linked with a cache simulator that simulates both the LRU and LRU +CH replacement policies. Table 2 shows the cache miss reduction for a 16 KB 4 -way set associative cache, resulting from the LRU +CH replacement policy, with the cache hints based on the forward reuse distance equations. After cache hint insertion, about $10 \%$ less cache misses occur.

## 5. IMPLEMENTATION DETAILS AND RELATED WORK

In Section 3, we assumed that $P$ is full-dimensional. If $P$ is of dimension $d-l$, with $l \geq 1$, then its description contains an equality $\langle\mathbf{a}, \mathbf{x}\rangle=\langle\mathbf{b}, \mathbf{p}\rangle+c$. Let $\mathbf{a}^{\prime}=\mathbf{a} / g$, with $g$ the gcd (greatest common divisor) of the elements in a.

| program | miss rate <br> LRU | miss rate <br> LRU +CH | miss rate <br> reduction |
| :--- | ---: | ---: | ---: |
| vpenta | $31.56 \%$ | $25.57 \%$ | $18.99 \%$ |
| mxm | $3.20 \%$ | $3.20 \%$ | $0.00 \%$ |
| liv18 | $68.46 \%$ | $61.91 \%$ | $9.57 \%$ |
| cholesky | $19.81 \%$ | $17.94 \%$ | $9.43 \%$ |
| jacobi | $14.32 \%$ | $14.32 \%$ | $0.00 \%$ |
| gauss-jordan | $11.90 \%$ | $7.81 \%$ | $34.37 \%$ |
| tomcatv | $9.22 \%$ | $9.22 \%$ | $0.00 \%$ |
| average | $22.64 \%$ | $20.00 \%$ | $\mathbf{1 0 . 3 4 \%}$ |

Table 2: The cache miss rates for a 4-way set associative 16 KB cache with 32 bytes per line. The first column indicates the program name; the second column the miss rate with LRU replacement; the third column the miss rate of the $\mathrm{LRU}+\mathrm{CH}$ replacement algorithm; and the fourth column shows the reduction in number of misses due to cache hints.
$\mathbf{a}^{\prime T}$ can be extended to a unimodular matrix $U[6] .^{2}$ Let $P^{\prime}=U P$. Since $U$ and $U^{-1}$ are unimodular, $\mathcal{E}\left(P^{\prime}\right)=\mathcal{E}(P)$. Furthermore, $g x_{1}^{\prime}=\langle\mathbf{b}, \mathbf{p}\rangle+c$ by construction of $U$ and so $P^{\prime}$ is the cross product of $P^{\prime \prime}=\{(\langle\mathbf{b}, \mathbf{p}\rangle+c) / g\}$ and some $P_{1} \in \mathbb{R}^{d-1}$. Therefore $\mathcal{E}(P)=\mathcal{E}\left(P^{\prime}\right)=\mathcal{E}\left(P^{\prime \prime}\right) \cdot \mathcal{E}\left(P_{1}\right)$. The number of integer points in $P^{\prime \prime}$ is zero or one depending on the parameters and can be represented by a periodic number. Repeating the above $l$ times, yields a $P_{l} \in \mathbb{R}^{d-l}$ of full dimension.

Even if $P$ is full-dimensional, then we may in some cases still be able to write it as a cross product of two or more sets [19]. Since the dimension of each set is smaller than that of $P$, we can greatly reduce the computation time by calculating the number of points in each factor separately and multiplying the results afterward. Note that we also need to "multiply" the validity domains, i.e., the validity domains of the product are the intersections of the corresponding validity domains in the factors. Furthermore, if $P$ or one of its factors is one-dimensional then it has two vertices $l(\mathbf{p}) \leq u(\mathbf{p})$ and we simply calculate $\lfloor u(\mathbf{p})\rfloor-\lceil l(\mathbf{p})\rceil+1$ (again a periodic number) in each validity domain rather than using the algorithm of Section 3.

Our procedure for calculating Barvinok's decomposition into unimodular cones is an independent reimplementation of the corresponding procedure in LattE [12] as described in [14]. Like LattE, we use Shoup's implementation [34] of Lenstra Lenstra and Lovasz' basis reduction algorithm and GMP [16] for computing in exact long integer arithmetic. Unlike LattE, however, we use PolyLib [25] for performing polyhedral operations, since this allows us to reuse the procedures for subdividing the parameter space into validity domains [26]. The disadvantage of using PolyLib is that it incurs a speed penalty by insisting on maintaining the dual representation for all polytopes and by its non-optimal use of the GMP library. Furthermore, the worst-case running time of our algorithm is exponential in the input size, which is defined as the number of bits needed to represent the input [32]. The root cause of this behavior is that the number of elements in each periodic number is linear in the period of the Ehrhart polynomial, which is in turn bounded only by the value of the coefficients in the input. We are working on a different representation of periodic numbers that should alleviate this problem [37]. Our implementation is available from http://freshmeat.net/projects/barvinok/.

Two methods are often cited for counting the number of points in a parameterized polytope: Clauss and Loechner (1998) [11] and Pugh (1994) [29]. The main differences and similarities between our technique and the first have already been highlighted. The technique of Pugh consists of a set of simplification rules and the application of a set of standard summation formulas for some base cases. If he cannot find an explicit formula, he resorts to "splintering" the polytope. In contrast to our technique and that of Claus and Loechner, his technique does not appear to have been implemented yet.

Although LattE initially only counted the number of points in non-parameterized polytopes, it has been extended to compute Ehrhart series by what the authors call the ho-

[^1]| program | nr. of <br> polytopes | not handled by <br> interpolation | exec. time <br> interpolation | exec. time <br> Barvinok |
| :--- | ---: | ---: | ---: | ---: |
| vpenta | 3513 | 0 | 126.18 s | 58.95 s |
| mxm | 70 | 0 | 6.49 s | 1.24 s |
| liv18 | 3052 | 6 | $255.37 \mathrm{~s}^{*}$ | 47.60 s |
| cholesky | 77 | 0 | 3.48 s | 1.33 s |
| jacobi | 167 | 4 | $22.36 \mathrm{~s}^{*}$ | 2.74 s |
| gauss-jordan | 238 | 0 | 12.64 s | 4.06 s |
| tomcatv | 5091 | 36 | $336.86 \mathrm{~s}^{*}$ | 87.77 s |
| total | 12210 | 46 | 763.38 s | 203.69 s |

Table 1: Number of polytopes that are counted while calculating forward reuse distances for the different programs. For 46 polytopes, the interpolating method cannot find the solution. Furthermore, the presented analytical calculation is about 3.7 times faster than the interpolation method.
mogenized Barvinok algorithm [13]. An Ehrhart series is a formal power series that is closely related to an Ehrhart polynomial; they are in fact polynomially interconvertible. The main difference is that in an Ehrhart series the number of points in the dilatation $p P$ is equal to the coefficient of the term $t^{p}$. It does not appear to be as directly usable in our context, but it has interesting mathematical properties. They apparently only handle simple dilatations with a single parameter, which means that they cannot handle problems with parameter spaces that need to be partitioned into validity domains.

Recently some advances have been made towards automatabased counting [7, 28]. Although these techniques handle a larger class of problems (solutions to Presburger formulas), they do not support symbolic parameters.

## 6. CONCLUSION

In this work, we have presented a new counting method targeted at arbitrary parameterized polytopes. It consists in computing Ehrhart polynomials using a novel analytical technique, based on Barvinok's decomposition. In contrast to the previously known interpolation method, our method always produces a solution, eliminating any degeneracy problem. We have used this method for computing reuse distances, which can be represented as the number of integer points in unions of parameterized polytopes. Communicating this information to the processor through cache hints leads to an improved cache replacement policy.

Although our current implementation is already faster than the previous one, we still expect long computation times for problems that result in large periods. We are therefore working on an alternative representation of periodic numbers [37]. Furthermore, extending our reuse distance formalism to caches with a longer line size and limited associativity may lead to Presburger formulas that cannot be simplified to unions of polytopes. In particular, we will need to handle sets with descriptions containing existentially quantified variables. Counting the number of points in such sets is equivalent to counting the number of points in integer projections of parameterized polytopes. To the best of our knowledge, this problem has only been solved for special cases (e.g., projecting out a single dimension [33]) or, for the non-parameterized case, with a mathematical algorithm that does not appear to be practically implementable [3].
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[^0]:    ${ }^{1}$ Note that this is not the decomposition that our implementation would produce, since, like De Loera [14], we perform the decomposition on the dual cone.

[^1]:    ${ }^{2}$ A unimodular matrix is an integer matrix with determinant 1 or -1 .

