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ABSTRACT

Due to the missing of a good orchestration of loop transformations,
existing optimizing compilers for deploying neural networks on
GPU either parallelize reductions ineffectively or miss the fusion
opportunities with other operators. Neural network models thus
exhibit sub-optimal performance on GPU. We present a practical
approach called PANAMERA for the effective parallelization of reduc-
tions in neural networks on GPU. PANAMERA first leverages loop
coalescing to flatten the loop dimensions of reductions, converting
all reduction operators into canonical forms eligible for the poly-
hedral model. Next, PANAMERA uses polyhedral transformations
to reduce the data movements caused by unfused reductions and
perform multi-block hardware binding not considered by many
compilers. Finally, PANAMERA embeds a highly optimized routine
implemented using GPU atomic instructions, further improving
the performance of neural network models while guaranteeing
the correctness of parallel reductions. The experimental results
demonstrate the effectiveness of our approach: for single operators
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our code obtains a mean speedup of 33.7x, 3.5X, 5.4X and 9.6X
over cuDNN, CUB, TVM and Ansor, for sub-graphs our approach
outperforms cuDNN, TVM and Ansor by 9.5%, 2.6x and 2.7X, and
for end-to-end workloads, a tensor compiler integrated with our
approach outperforms them by 122.5%, 19.3% and 15.2%.
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1 INTRODUCTION

Deep learning (DL) applications demand for extraordinary comput-
ing power. As NVIDIA GPU nowadays still dominates the market
for DL accelerators, effectively deploying DL models on GPU is an
important research topic [9, 54]. A DL model is composed of many
operators, among which the most compute-intensive ones are con-
volution and matrix multiplication. Existing methods [6, 9, 23, 54]
are effective to improve the execution performance of DL models
by deeply optimizing such compute-intensive operators.
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There also exist many operators like Softmax, ReLU, Batch Nor-
malization, etc., that are less compute-intensive compared to convo-
lution and matrix multiplication but also important to the execution
performance of a DL workload. The overall execution performance
of a DL workload can be sub-optimal if such operators cannot
be effectively optimized. The commonness of these operators is
that they all involve reduction, which applies a binary operator to
each element of an input vector and reduces the vector to a single
value. Parallelizing reductions is thus important for DL workloads.
Unfortunately, many optimizing compilers either parallelize this
specific computation pattern ineffectively [9, 47, 54, 64] or lose the
optimization opportunities for operator fusion [15, 23].

Research on parallel reductions on GPU has a long history. The
investigation of Harris [27] explained in detail how parallel reduc-
tions can be performed on GPU. More recent work [20, 22, 49]
further enhanced and generalized the approach of Harris. However,
these methods did not consider the challenges faced by parallelizing
reductions in DL workloads, and few of them are integrated into
optimizing compilers for DL applications. Parallel reductions in DL
workloads are handled using either of the following two ways.

First, compilation techniques for DL models [9, 47, 54] use lan-
guage constructs and loop transformations to parallelize reductions.
They fuse multiple network layers and decompose the fusion results
by abstracting away the architectural features of GPU. However,
a fused operator is ineffectively decomposed when nested reduc-
tions over multiple variables that possess several smaller reduced
dimensions are involved: while decomposing only one of these
small nested reduced dimensions to a single GPU block results in a
waste of hardware resources, dispatching multiple of them to more
than one blocks (though not supported by these approaches) has to
sacrifice the parallelism of other fully parallelizable dimensions.

The second approach for parallel reductions is making use of
CUDA libraries like Thrust [5], cuDNN [11] and CUB [41]. Different
from the aforementioned approaches, these highly tuned libraries
are written by GPU experts and can enable multi-block parallelism
for reductions. Yet these libraries do not scale with the diverse data
types or tensor shapes, as will be demonstrated in our experiments.
Some optimizing compilers like XLA [23] and Diesel [15] map a
reduction to these CUDA routines, but their implementation is not
compatible with profitable loop transformations and misses the
fusion opportunities with other operators. The resulting data move-
ment across the memory hierarchy of GPU cancels out the performance
improvement brought by CUDA libraries.

In this paper, we present PANAMERA, a practical approach to
PArallelize NeurAl network Models Effectively on GPU by imple-
menting Reductions Atomically. To deal with nested reductions
over multiple variables that take place frequently in DL, PANAMERA
carefully implements loop coalescing [45] in an intelligent way: it
neither designs custom schedule primitives [53] nor models the
transformation as a black-box optimization [7, 54, 58]; instead, it
isolates this transformation as a pre-processing step from the poly-
hedral schedulers [7, 16] and uses loop coalescing to normalize
nested reductions in DL workloads into three canonical forms. Such
a handling of reductions brings the first insight to existing optimiz-
ing compilers: it simplifies the scheduling algorithms, which are
used by PANAMERA and many other polyhedral compilers [54, 64],
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by avoiding the need to introduce complicated constraints to en-
able/disable this undesired transformation [59]. Importantly, as this
pre-processing step is implemented on top of the HalidelR [47], it
can be easily implemented in Tensor Comprehensions (TC) [54]
and TVM [9] that also (at least originally) use HalideIR.

Next, PANAMERA performs polyhedral loop fusion and tiling on
the canonical reductions and binds the transformed loop nests
to GPU hardware. While these standard transformations are not
new, performing them on the three canonical forms contributes
the second insight to the compiler community by bringing about
two benefits. (1) The canonical forms flatten multiple small reduced
dimensions into larger one, allowing a compiler to decompose the
larger reduced dimension across multiple thread blocks, which was
not considered by TVM [9]. (2) As each canonical form decreases
the number of nested loop dimensions, the numbers of tile sizes and
block/thread configurations are also reduced, which can tighten
the tuning space of an autotuner [65] for DL compilers.

Finally, PANAMERA embeds highly tuned routines to appropri-
ate positions of its generated code by making use of GPU atomic
instructions [22, 37], allowing PANAMERA to scale with complex sce-
narios. Traditionally, a reduction can be fused with its dependent
operators through loop fusion, which is implemented during the
polyhedral transformations of PANAMERA, but two independent
reductions cannot be merged because the polyhedral model exploit
fusion based on dependences between two operators and there exist
no dependences between them. We make it possible to fuse two
independent reductions in our code generator by carefully selecting
the identical hardware configuration in the highly tuned routines,
increasing the fusion possibilities of reductions in DL workloads.
Besides, we provide the code templates in this paper, which other
developers can easily integrate to their systems. This is the third
insight offered by PANAMERA to the compilation techniques.

In the experiments, we first demonstrate that PANAMERA can
outperform cuDNN [11], CUB [41], TVM [9] and Ansor [65] by
33.7%, 3.5%, 5.4% and 9.6, respectively, for single operators. We
then use sub-graphs to show the compound effect of libraries and
loop transformations, resulting in an average speedup of 9.5%, 2.6X
and 2.7Xx over cuDNN, TVM and Ansor. The results of end-to-end
workloads are finally reported, with a mean improvement of 122.5%,
19.3% and 15.2% achieved by a tensor compiler that has been inte-
grated with PANAMERA over MindSpore [32] backed by cuDNN and
cuBLAS [40], TVM and Ansor.

In summary, this work makes the following contributions.

e PANAMERA canonicalizes reductions in DL not considered be-
fore [9, 64], making it possible to effectively decompose var-
ious reductions and fully harness GPU hardware resources.

e PANAMERA implements a good orchestration of loop trans-
formations for reductions, avoiding the need to introduce
complex constraints in polyhedral schedulers [59] and de-
creasing the tuning space size of DL reductions [9, 65].

e PANAMERA exhibits a much better scalability to data types
and tensor shapes than many CUDA libraries [11, 41], ren-
dering a compiler applicable to various reduction scenarios.

o PANAMERA enables fusion of independent reductions, further
improving the fusion possibilities and validating that there
still exists space for optimizing reductions.
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The paper is organizes as follows. Section 2 introduces the back-
ground. Section 3 explains dimension flattening. Section 4 presents
loop fusion and tiling. Section 5 describes the library implementa-
tion, followed by the potentials and limitations discussed in Sec-
tion 6, experimental results reported in Section 7 and related work
compared in Section 8. Section 9 concludes the paper.

2 BACKGROUND AND OVERVIEW

We consider reduction of associative and commutative operators.
These computational properties authorize the parallel execution
of this operator by reorganizing the computational order between
the input numerical elements. Figure 1 depicts two variants of
the parallel summation using a binary tree structure when given
a list of (blue) inputs with size n. These implementations reduce
the frequency to compute the (red) partial results from n — 2 to
log, n — 1 when given a set of (blue) inputs with size n. As the
summations of the (red) partial results along the same horizontal
level are independent, parallel executions can be performed using
n/2 parallel processors. This makes GPU suitable for this task with
the growth of input size, but the parallelization of reductions on
GPU is non-trivial.

(a) Interleaved addressing. (b) Sequential addressing.

Figure 1: The tree-based parallel reductions.

2.1 Parallel Reductions on GPU

The research on parallel reduction on GPU [27] revealed the opti-
mization criteria. For example, sequential addressing (Figure 1b) can
outperform interleaved addressing (Figure 1a) due to the absence
of bank conflicts on shared memory. A careful craft of the code is
also necessary to avoid the thread idleness while data loading from
global memory. As this optimization is usually performed by hand,
manually tuned libraries [5, 11, 41] are still competitive candidates
for parallel reduction on GPU.

GPU abstracts the streaming multiprocessors (SMs) as blocks
and the CUDA cores as threads. The maximal number of the allo-
catable threads within a block is limited. Parallel reduction can be
executed within a block by dispatching one or more loop iterations
to each thread, but one should decompose a reduction into multiple
parallel blocks with the growth of the input data size for improving
performance. However, GPU does not provide global synchroniza-
tion across blocks; decomposing a reduction across multiple blocks
is thus non-trivial. Existing solutions break down a reduction into
multiple GPU kernels [27], which is impractical for DL models since
multiple kernels should be generated for one reduction operator.

The manual routines [5, 11, 41] are also incompatible with prof-
itable loop transformations, especially (1) loop coalescing [45] that
is performance-critical for DL reduction as will be demonstrated in
this work, and (2) loop fusion [38], which can be used to create more
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intermediate variables that can be allocated on shared memory [62].
Optimizing parallel DL reduction using vendor libraries alone thus
misses many opportunities to benefit from faster shared memory.
A promising but also very challenging solution is to combine the
high-performance implementations with compilation approaches
capable of managing various loop transformations systematically.

2.2 Polyhedral Parallel Reductions

Hardware binding and loop transformations can be implemented
using the polyhedral model [17]. It performs loop fusion using
heuristics that are integrated into the scheduling algorithms [7, 59],
which in turn compute a combination of auxiliary loop transfor-
mations beneficial to loop fusion by solving integer linear pro-
gramming (ILP) problems. An ILP problem is established using
dependences between statement instances; the scheduling algo-
rithms and the fusion heuristics can thus guarantee the validity of
the modeled transformations. The loop transformations can also be
managed using the polyhedral representation [25], on top of which
hardware binding can be conducted.

Parallel reduction in the polyhedral model is handled by relaxing
the induced reduction dependences between loop iterations [14, 49,
51, 56]. This allows the model to perform loop tiling [33] using a
given fusion configuration. More specifically, a tiling transforma-
tion groups the iterations of a loop nest into smaller active working
sets, with outer parallel dimensions (tile loops) iterating between
these working sets and inner parallel dimensions (point loops)
within a working set. Hardware binding is achieved by relating tile
loops to GPU blocks and point loops to GPU threads.

However, such approaches cause a waste of hardware resources
when parallelizing only one small reduced dimension of nested
reductions over multiple variables, which take place frequently in
DL. While not yet studied, decomposing multiple small reduced
dimensions of such cases are often achievable by sacrificing the
parallelism of other fully parallelizable dimensions, because GPU of-
fers at most 3D parallelism. Hence, a loop transformation, i.e., loop
coalescing [45], that reduces the dimensionality of the loop nests
where nested reductions over multiple variables happen should be
used. Unfortunately, as loop coalescing is harmful to the simplifica-
tion criterion of many existing polyhedral schedulers [7, 16], it is
an undesired transformation, though it can be produced in some
rare cases by introducing complicated scheduling constraints [59].
As such, modeling loop coalescing as a black-box transformation
using the polyhedral schedulers is non-trivial.

Even loop coalescing can be produced by a polyhedral scheduler
and a fattened reduced dimension can be dispatched to multiple
blocks, polyhedral parallel reduction still has to address the global
synchronization between them. This issue, however, is ineffectively
addressed by privatizing the partial results [14], missing the oppor-
tunity to harness the low-level atomic instructions. An alternative
to the privatization strategy and code generation of the polyhedral
approaches is to wrap highly tuned routines, like what TC [54] did
by wrapping CUB [41], but this approach is restricted to innermost
loops, which is not sufficient for the diverse DL reduction scenarios.
Moreover, the ineffective handling of partial tiles [35] with irregular
number of loop iterations produced by loop tiling in TC also leads
to inferior performance in practice.
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2.3 Overview of Our Approach

PANAMERA borrows the domain-specific language (DSL) of TVM
to rewrite a fused sub-graph as tensor expressions. A sub-graph is
generated by the graph engine of AKG [63], which can import a deep
neural network expressed using popular DL frameworks [1, 44].

PANAMERA first performs loop coalescing [45], which flattens the
loop nest of a reduction operator into a two-dimensional (2D) loop
nest or a single (1D) loop. This allows us to focus on 1D or 2D reduc-
tions, covering all types of DL reductions. Isolating loop coalescing
as pre-processing simplifies the polyhedral scheduling by avoiding
the need for complicated scheduling constraints [59], but it comes
at the price of losing the expressiveness for loop interchange [2] in
the later. We will well address this side effect in Section 3.1.

The flattened input code is lowered to the polyhedral representa-
tion [25], on top of which the isl scheduler [59] is used to perform
loop fusion and tiling, possibly with the combination of auxiliary
loop transformations. The reduction dependences are ignored when
performing hardware binding, which allows for the decomposition
of a reduced dimension across multiple thread blocks.

To generate a single kernel, we use atomic instructions to write
back each result of a block to global memory. We introduce our li-
brary implementation to an appropriate position within each block,
which tunes the parallel execution of a reduction by considering
the optimizations not expressible in polyhedral compilation. We
finally generalize the approach for more complex reduction cases.

3 DIMENSION FLATTENING

A DL model solves complex problems using abundant data of mul-
tiple dimensions. The data of a DL model is expressed as tensors
or multi-dimensional arrays, the operations of which are usually
encompassed by deeply nested loops. For instance, an image classifi-
cation model usually takes 4D tensors as input and performs opera-
tions on these input tensors. The enclosing loop nest of each tensor
operator is composed of at least four dimensions. As such, nested
reductions over multiple variables may happen in tensor reduction
operators, which encourages us to consider more complicated reduc-
tion patterns than those covered by existing approaches [11, 27, 37].

Nested reductions over multiple variables also complicate the
polyhedral scheduling algorithms and thus discourage many loop
transformations. We introduce a dimension flattening optimization
as a pre-processing step to generalize the various DL reduction
patterns. To achieve this purpose, we refine loop coalescing [45], a
loop transformation that combines nested loops into a single loop.

3.1 Loop Coalescing

We first assume there exists only one reduction operator in a sub-
graph, and will discuss the handling of multiple reduction operators
in Section 5.3. A reduction operator only induces dependences
along the reduced loop dimensions, allowing us to characterize
each loop of a reduction operator as either reduced or parallel.
We flatten a reduction operator’s loop nest to a 1D loop when
reductions are performed over all loop variables; otherwise, we
combine all reduced dimensions into one reduced loop and all
parallel dimensions to another, resulting in a 2D loop nest.

Loop coalescing is always valid because it only changes the loop
structure but not the order of computation [24] by specializing
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the code using a different way to reduce the control overhead. It
can be applied without further modifications when flattening all
reduced dimensions in Figure 2a into a 1D reduced loop; it can also
be performed safely when both parallel dimensions and reduced
dimensions are continuously nested, as shown in Figure 2b and 2c.

Yet one cannot directly flatten the pattern shown in Figure 2d
but has to resort to an interchange transformation [2] to make
the pattern align with either of those shown in Figure 2b and 2c.
It is always valid to transform the interleaved pattern shown in
Figure 2d into Figure 2b or Figure 2c, since the permutation always
happens between a parallel dimension and a reduced loop without
violating any dependences.

Loop interchange may be harmful to memory coalescing, an opti-
mization featured by GPU to compensate long access overhead by
combining multiple memory requests from parallel threads to adja-
cent locations into a single memory transaction. Fortunately, data
layout is easy to reason about in a DSL: tensor transpositions can
be introduced by reshaping tensors to guarantee that the permuted
loop dimensions always scan consecutive memory addresses. Up-
dating data layout before dimension flattening is important because
the polyhedral model will not be able to perform loop interchange
between the flattened dimensions, overcoming the weakness of the
isolation of loop coalescing from the polyhedral model. PANAMERA
maximizes the opportunity to benefit from memory coalescing,
though long access latency may still be unavoidable in some corner
cases where conflicting demands caused by reshaping different ten-
sors take place. We did not observe such cases in our experiments.

@ @ @
@ % ® @ @
@ @ © @)
» @ @ e~
® 0 & O ——

b d
@ ® ©@ @ ©

Figure 2: The loop nested patterns: (a) Reductions over all
loop dimensions; (b) and (c) Both the (red) parallel dimen-
sions and the (blue) reduced dimensions are continuous; (d)
The parallel dimensions and the reduced dimensions are in-
terleaved; (¢) When coupled with elementwise operators. r,
p and e are short for reduction, parallel and elementwise, re-
spectively. Blue arrows denote dependence propagation.

As a result, loop coalescing can always transform these nested
patterns into one of the canonical forms shown in Figure 3. We use
R to represent the reduction statement. The nested pattern shown
in Figure 2a can be flattened into the form shown in Figure 3a,
which we refer to as all-reduce. The patterns shown in Figure 2b
and 2c can be transformed into the code shown in Figure 3b and 3c,
respectively, and we use x-reduce and y-reduce to represent these
versions.
parallel for i=0 to M reduced for j=0 to N

reduced for j=0 to N parallel for i=0 to M
Rty oy dpajts oo dr)s  RGL s s o ip);

reduced for j=0 to N
RG1, =5 Jr);

(a) all-reduce.

(b) x-reduce. (c) y-reduce.

Figure 3: The canonical forms after dimension flattening.
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The parameters of the codes can be determined using

P r
M= ] sx=s1x-Xsp, N=[] ty=t1 X+ Xtp;
y=1

x=1
P
ia:{i/ [1 sx| modsg:(1<a<p)ip=imodsp; 1)
x=a+1
r
Jo = |j| 1 ty| modtp:(1<b<r)jr=jmodt;
y=b+1

where p and r represent the numbers of parallel and reduced loop
dimensions, respectively, and each sy (1 < x < p)orty (1<y<r)
is used to denote the number of parallel or reduced loop iterations.
We allow at most one sy and one t; to be symbolic constants such
that M and N can be written as affine expressions. In addition, we
have to recover the original subscripts of the reduction statement R
from the coalesced loop dimensions. The last two sets of Formula (1)
are meant to perform this recovery.

We use Figure 4a to illustrate the effect of loop coalescing. The
(underlined) reduced dimensions are separated by a parallel dimen-
sion w, which triggers the loop interchange of our pre-processing
steps. The reduced dimensions then become continuous and are flat-
tened into an y-reduce form shown in Figure 4b. The loop extents
and the tensor subscripts are also updated according to Formula (1).

for h=0 to 40

for w=0 to 20 f"fr h=0 to 40 parallel for i=0 to 20
for x=0 to 10 ° w=0 to 20 parallel for j=0 to 40x10%5
for y=0 to 5 °; X‘°_0t°t1°5 E(i, (/(10%5))%40,
ECh,w,x,y); °Er r{_ °> (3/5)%10, j%5) ;
for h=0 to 40 for i=0 t(oY\ZNoyxyy), parallel for i=0 to 20
for w=0 to 20 for =0 to 40%10%5 reduced for j=0 to 40*10*5
for x=0 to 10 R(iJ (3701046 ) %40 R(i, (3/(10%5))%40,
for y=0 to 5 04J >/ i (3/5)%10, j%5);
RChw,x,Y); (3/5)%10,3%5) ;
(b) (©
(@)

Figure 4: An example to illustrate the effect of dimension
flattening. (a) The original code; (b) Flatten the reduction op-
erator; (c) Propagate reductions to the elementwise operator.

Reasoning about reduction dependences using polyhedral com-
pilation [14, 49, 51, 56] is impossible here, because the compilation
flow has not yet been lowered to the polyhedral representation.
Instead, a reduced dimension in DL models can be inferred using
DSL [9, 54], and the bounds of a loop are always (symbolic) con-
stants. They together make it possible to automate loop coalescing.

3.2 Reduction Propagation

Loop coalescing invalidates the originally possible fusion between
a reduction operator and its preceding elementwise operators. Fig-
ure 2e depicts a reduction operator preceded by m elementwise
operators. Due to the perfect dimension matching between the
loop nests, these operators can be fused, but loop coalescing loses
this property by changing the reduction loop nest into an x-reduce
form.

A reduction is not allowed to be followed by elementwise opera-
tors in a sub-graph, since loop tiling (Section 4.2) will prevent the
fusion between them. Such a requirement can be feedback to the
high-level graph compiler [63] to refine its rules, which manages the
interaction between a tensor optimizer and a graph compiler [23].

To make the fusion with these preceding elementwise opera-
tors still possible, we also coalesce each elementwise operator in
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Figure 2e. An elementwise operator never induces dependences;
we can thus assume that each elementwise dimension is parallel.
One may obtain a 1D parallel loop if he/she combines the enclos-
ing loops of an elementwise operator, which does not match the
x-reduce pattern.

We propagate the reduction dependences to each elementwise
operator and use the blue arrows to represent such a propagation.
Each pair of e3 and e4 dimensions of an elementwise operator will
thus be considered as reduced, and our compiler can apply the
same coalescing strategy to each of the m elementwise operators. A
more intuitive example is shown in Figure 4c, where an elementwise
operator (the first loop nest) is coalesced according to its succeeding
reduction operator (the second loop nest).

4 POLYHEDRAL TRANSFORMATIONS

The polyhedral model requires affine loop and tensor subscript ex-
pressions [17] for a given program. Our pre-processing steps make
the three canonical reduction forms eligible for polyhedral compi-
lation. First, the loop parameters M and N are affine expressions
due to the constraints on sy and t;. Second, each tensor subscript
inferred using Formula (1) only involves multiplications, integer
divisions and the modulo arithmetic, which can also be perfectly
modeled in polyhedral compilation. One can easily lower the output
of Section 3 into the polyhedral representation [25].

4.1 Loop Fusion

Loop fusion is applied by respecting each dependence, minimizing
the producer-consumer relations between the DL operators and
thereby maximizing the temporal locality. Loop tiling and hardware
binding can then be performed based on a loop fusion configuration.
We enforce outer parallelism in the isl scheduler, which always
permutes a parallel loop to an outer position when possible. In
other words, our isl scheduler transforms the loop nest of a y-
reduce case shown in Figure 3c into the nested pattern shown in
Figure 3b. It makes it possible to always bind a parallel loop to the
outer dimension of GPU blocks and a reduced loop to the inner,
minimizing the overhead of global synchronizations.

4.2 Loop Tiling and Hardware Binding

Given a fusion configuration, the polyhedral model applies loop
tiling to the composed 2D loop nests or 1D loops. Each y-reduce
case is converted into x-reduce by the isl scheduler, and all-reduce
can be viewed as a special case of that shown in Figure 3b with M
set as 0. We thus use the x-reduce pattern to illustrate how loop
tiling and hardware binding are performed. Loop tiling is valid
if two smaller blocks of a loop nest’s iterations produced by this
transformation can be executed without mutual dependences [33].
This prerequisite for the validity of loop tiling is also guaranteed by
the schedulers of isl. Loop tiling transforms an x-reduce reduction
that has been fused with elementwise operators into the code shown
in Figure 5a. We use ip,jj, to represent the tile loops and i;,j; for
point loops.

Loop tiling is performed to align with the multi-level parallelism
of GPU hardware. As shown on the left of Figure 5b is the hierarchy
of the tiled loop nest; on the right is the 2D GPU blocks and threads.
The curved arrows represent the binding relations between loop
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dimensions and block/thread indexes. The i and i; loops can be
mapped to their counterparts safely, since they both are parallel.
Due to the reduction dependences, the j;, and j; loops, however,
are originally not allowed to distribute across multiple blocks or
threads. Considering the associativity of a reduction, we ignore the
reduction dependences, which will be recovered later, and transform
Jj» and j; loops into parallel. These two dimensions can now be
decomposed into multiple blocks, as the dashed arrows show.

/% Tile sizes are 32X4. %/
parallel for ij=0 to M/32
reduced for j,=0 to N/4

e _ Blockide>

¢ (Gir) Cthreadldx.g>
parallel for i;=0 to 32 > —>
reduced for j;=0 to 4 i i
m elmwise stmts; (37 o threadldx %>
// marked reduce stmt Vel ,,“fh‘:‘f! o e axX)
Rt =5 dps j1s =+ 5 Jr); @ - _ reduced
(a) The tiled code. (b) Hardware binding.

Figure 5: Loop tiling and hardware binding of x-reduce.

The binding strategy is implemented by manipulating the in-
ternal representation [25] using its rich set of node types, which
was also employed by existing polyhedral tools [54, 58]. We go
one step further by mapping the reduced loop dimensions to the
inner dimensions (blockIdx.x/threadIdx.x) of the block/thread pa-
rameters. We enforce this binding strategy for two reasons. First,
binding a reduced tile loop to the inner block dimension minimizes
the amount of the global synchronizations across multiple blocks.
Second, such a binding strategy benefits for memory coalescing
thanks to our memory access pattern discussed in Section 3.1.

4.3 Orchestration Effects of Transformations

The combination of loop fusion and tiling follows the traditional
way used by many existing polyhedral compilers [7, 54, 58], but
loop coalescing is no longer computed by the polyhedral schedulers.
Instead, performing loop coalescing in an isolated way makes it
possible to obtain the three canonical forms in Figure 3, which eases
the hardware binding in Section 4.2 without sacrificing the paral-
lelism of other fully parallelizable dimensions. Without these three
canonical forms, the dimenisonality of tunable loop dimensions
can vary greatly, and an autotuner [65] has to search a much larger
space of tile sizes and thread/block configurations.

5 CODE GENERATION AND OPTIMIZATION

To resume the ignored reduction dependences, we attach a special
mark to each reduction statement, as the comment before the re-
duction statement R shown in Figure 5a. The attachment of such a
mark is also done by manipulating the internal representation [25].
This mark delivers a request to the code generator, which will deal
with a reduction statement using a special scheme.

5.1 Code Generation

Code generation in polyhedral compilation is trivial for element-
wise operators. The code generator substitutes each tensor index
variable with a tiled expression, which is instanced using the built-
in blockIdx/threadIdx variables according to the mapping relations
for hardware binding. The generation of reduction statements is a
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bit more complicated. For the sake of simplicity, we take the parallel
summation operator (reduce_sum) as an example to illustrate the
code generation of reductions, which is shown in Figure 6.

single-block
library

implemation

using [27].

i
N |
library \ ‘ !
l Part @ ! D :
blockg ! : block; ! |data on global memory |
|
,,,,,,,, - = = |
data on shared memory | |
|
|
. |
|

data in registers

Figure 6: Parallel reductions using atomic instructions.

We suppose that reduce_sum is performed over 16 (blue) data
elements. We also assume that two (dashed red) blocks are used
to execute this reduction, each of which is configured using four
(orange) threads, ty to t3. This configuration results in the execution
of multiple reductions within each thread. The top curved lines
represent the relations between additional data elements and the
threads. In our example, each thread produces a local summation of
two input elements. This constitutes the first execution part (Part
@), which automatically implements the “first add during global
load” optimization, i.e., the sequential addressing optimization in
Figure 1b, of the kernel decomposition approach [27]. Part @ also
maximizes the opportunity to enable sequential addressing and al-
low for the fusion of a faster parallel reduction with other operators,
which was not considered by highly tuned libraries [11, 27, 41].

Part @ computes a (green) local summation using a thread that
requires further reductions. These local summations cannot be gen-
erated by the polyhedral model since no corresponding statement
exists in the internal representation. We introduce an invocation of
a parallel reduction routine, Part @, with both sequential addressing
and loop unrolling exploited by [27] considered, reducing the local
summations of each thread to a (red) partial result for each block.
Part @ guarantees the high performance of the generated code,
addressing the ineffectiveness of stand-alone compile-time trans-
formations [14, 66]. The maximum allocatable number of threads
per block is limited, but we dispatch more computations to one
thread in Part @ and execute the local reduction of a thread in
parallel with others’, minimizing the number of blocks involved.

A reduction over all (red) partial results is finally added auto-
matically following the library invocation. We use Part @ to rep-
resent this final reduction and leverage the low-level GPU atomic
instructions to guarantee the global synchronization. Using atomic
instructions always generates a single kernel, but it enforces the
sequential updates from the (red) partial results to the final (blue)
summation. We thus always try to minimize the number of blocks,
which is mitigated by Part @, to guarantee the high performance.
The benefits of using atomic instructions include the avoidance of
multiple kernels [27] and the much better performance over the
code generated by isl [57].
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The above orchestration generates the code depicted in Figure 7.
We show the code as a template for different kinds of reductions,
with various data types fully supported. OP can be instanced using
an associative and commutative binary operator. The supported
binary operators in our implementation include summation (+),
product (X), min, max, logical AND (&&) and logical OR (||). T is used
to represent the type of the input data, which can be one of double,
float32, float16, bool, long long int and int, covering all reduction
scenarios we have seen so far in the domain of deep neural networks.
One can easily complement other reduction and/or data types when
necessary, to which our approach is still applicable.

__global__ void reduce(int len, T *input, T *output, int num, OP op){
T local_sum=0;
__shared__ T shared_buf[4];
__shared__ T block_sum[1];
/* Part ‘), automatically generated using polyhedral compilation. */
for(int k=0; k< num; k++)
if(threadIdx.x+kxblockDim.x+blockIdx.xxblockDim.x*num<len)
op(local_sum, input[threadIdx.x+kxblockDim.x
+blockIdx.x*blockDim.x*num]);
__synchthreads();
/* Part t?, automatic invocation of library routines. */
Parallel_Reduce<T,OP,4,all>(op,&lock_sum[@], shared_buf,local_sum)
__synchthreads();
/* Part G), automatic global sychronization using atomics. */
if(threadIdx.x==0)
Atomic_Return<T,0P>(block_sum[@],&output[0],op);
}

Figure 7: Automatically generated kernel for reduce_sum.

Parallel_Reduce and Atomic_Return are the interfaces to our li-
brary and low-level atomic instructions, which will be instanced
using a data type T and a reduction operator OP. The third argu-
ment of Parallel_Reduce represents the number of threads within
each reduced block, and the last argument indicates the reduction
pattern (Figure 3) handled by this function.

A further optimization can be applied to the loop of Part @,
which can rewrite the loop as

for(int k=threadIdx.x+blockIdx.x*blockDim.x*num;k<len;k+=blockDim.x)
op(local_sum,input[k1);
and remove the if conditional within the kernel. In addition, a
larger stride of blockDim.x*gridDim.x can also be used to maximize
the opportunity to optimize global memory coalescing. Generating
loops with non-unitary strides using polyhedral compilation is
straightforward, but the internal representation of the polyhedral
model has to be lowered to HalideIR [47] to emit CUDA kernel in our
DL compiler, which currently does not support such a functionality.
One may notice that __synchthreads() has also been introduced
at the correct positions in the code to perform synchronizations.
The variables that should be allocated on the shared memory have
also been declared with the __shared__ attribute. Like existing poly-
hedral compilers for GPU [54, 58], the generation of thread synchro-
nizations and the memory promotion to shared memory are both
implemented by manipulating the polyhedral representation [25],
which is also used to determine which variables are local to a
single block and promote it to shared memory/registers. Thread
synchronizations can be introduced as long as a Parallel_Reduce
or Atomic_Return invocation is generated.

5.2 Generalizing the Library

We now generalize our approach for an irregular input size n. Specif-
ically, we divide the input elements into two groups, with one of size
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2K and the other consisted of the remaining. k should be selected
such that 2F is equal to the greatest power of two among those
smaller than n. We then perform a local reduction over the input
data to reduce the number of elements to 2%, An irregular input
size is thus transformed into a form eligible for our library, with
affordable if conditionals used during the added local reductions.

While this optimization is designed for parallel execution within
a single block, i.e., for Part @ of Figure 6, it can also be used to opti-
mize irregular input sizes across multiple blocks. As we explained in
Section 4.2, the polyhedral model performs loop tiling to fit for the
GPU memory hierarchy. One cannot always find tile sizes that can
divide the input sizes of a reduction operator. Partial tiles, usually
with an irregular number of loop iterations, are encountered when
tile sizes cannot divide the input sizes. Existing approaches like
TC [54] fail to benefit from the CUB library [41] in such cases.

Another difficulty is the limited set of data types supported by
atomic instructions of GPU devices with compute capability 8.x
and higher. They only support data types of 2 bytes, 4 bytes and 8
bytes [42], making Part & not suitable to handle logical AND/OR.
Fortunately, data of the bool type (1 byte) can always be processed
efficiently, no matter when accessed from memories or used by
computation. The maximum representable value of this type also
implies that the input size will not be too large. As a result, a single
block is sufficient to handle reductions of this type.

5.3 Handling Multiple Reductions

We now discuss the handling of multiple reductions. As explained in
Section 3, PANAMERA only allows the fusion of a reduction with its
preceding elementwise operators. An ideal scenario that takes place
frequently in DL applications is composed of multiple independent
reduction operators, which may share one or multiple elementwise
operators. One can still fuse multiple reduction operators when
the numbers of their enclosing loop nests are identical and they
are performing reductions along the same set of loop dimensions.
PANAMERA is still applicable in this case by embedding one library
invocation for each reduction. Figure 8 is an example of such cases,
where all templated objects haven been instantiated.

However, one cannot obtain a single kernel when different sets of
reduced dimensions of multiple independent reduction operators do
not match exactly. This happens when given a sub-graph composed
of multiple dependent reduction operators due to the failure of
fusion between them. Our solution is to feedback to the upstream
graph engine of AKG [63] to decompose such a sub-graph into
smaller ones such that the prerequisite of our approach can be
satisfied, and our approach can work as normal. In summary, our
library is implemented in more than 1,000 lines of CUDA C++ code,
with various data types, diverse reduction scenarios and different
interfaces all supported. Debugging and testing of the approach
cost roughly one month.

6 DISCUSSIONS

We now discuss the potentials and limitations of PANAMERA.

6.1 Generality and Potentials

As explained before, the data of DL reductions is usually organized
in a deeper nested manner than the available hardware parallelism
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__global__ void reduce(float *input®@, float *inputl, float xinput2
float *output@, float *outputl){
float local_sum=0; float local_max=-3.40282e+38f;
__shared__ float shared_buf[128] shared__ float block_sum[1];
__shared__ float block_max[1];
/* Fuse the addition operator with reduce_sum. */
for(int k=0; k< 8; k++)
if(threadIdx.x+kxblockDim.x+blockIdx.xxblockDim.x*8<1024){
float agg_local = input@[threadIdx.x+k*blockDim.x+blockIdx.x*blockDim.x*8]
+ input1[threadIdx.x+kxblockDim.x+blockIdx.x*blockDim.x*87;
Sum(local_sum, agg_local);

H—

__synchthreads();
Parallel_Reduce<float,Sum,128,all>(Sum,&block_sum[@], shared_buf,local_sum)
__synchthreads();
if(threadIdx.x==0)
output@[@] = block_sum[0];
__synchthreads();
/* Fuse two reductions through identical hardware configuration. x/
for(int k=0; k< 17; k++)
if(threadIdx.x+kxblockDim.x+blockIdx.x*blockDim.x*17 < 2176)
Max(local_max, input2[threadIdx.x+kxblockDim.x+blockIdx.x*blockDim.x*171);
__synchthreads();
Parallel_Reduce<float,Max, 128, all>(Max,&block_max[0],shared_buf,local_max);
__synchthreads();
if(threadIdx.x==0)
output1[@] = block_max[0];
}

Figure 8: A code example of a fused operator that is com-
posed of one addition and two reductions. It first sums
input@ and input1, both of which are 1D tensors of size 1024,
and outputs output® through a reduce_sum. Another 1D ten-
sor input2 of size 2176 is reduced (reduced_max) to output2.

dimensions but the data size along each loop is relatively smaller,
resulting in the ineffective use of GPU threads. On the one hand,
dimension flattening can be used to address this issue but it misses
the fusion opportunities. On the other hand, performing loop fusion
without the help of loop coalescing fails to maximize the utilization
of hardware resources. Existing techniques thus cannot model the
conflicting demands between GPU hardware parallelism enabled by
loop coalescing and the optimization of memory hierarchy exploited
by loop fusion, though each of them was commonly used before.
PANAMERA resolves this trade-off for DL reductions by orchestrating
these techniques systematically to achieve their best composition.

We use the functionality of is/ to compute new schedules and
perform fusion and tiling, but we carefully manipulate the internal
representation of isl to realize the appropriate hardware binding.
Dimension flattening and library embedding are implemented by
ourselves. Note that loop tiling and coalescing are expressible using
affine relations [4, 34] in the polyhedral model, but the state-of-
practice polyhedral scheduling algorithms [7, 16, 59] are only able
to compute affine functions that do not expand or collapse loop
nest dimensions. Loop transformations like tiling and fusion falling
into this category are thus performed in an isolated manner. For
instance, Pluto [7] and PPCG [58] focus on enabling tiling first and
then apply the transformation as a post scheduling pass. PANAMERA
is the first work that uses loop coalescing as pre-processing before
scheduling for DL reductions. Also note that the idea presented in
this paper was not restricted to polyhedral compilation: as loop
tiling for reductions and their fusion with elementwise operators
after our preparation are always legal, one can easily integrate our
approach into other tensor compilers like TVM.

We did not set a threshold on the number of fused operators.
Instead, the criterion to make fusion decisions is determined by
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available hardware resources. The reduction operators are given
with the higher priority when faster memory are (close to) satura-
tion in the case of aggressive fusion.

Our approach harnesses the domain-specific properties of DL
applications, but it is not only applicable to deep neural networks.
All optimizations related to the domain-specific properties of DL
models can be turned off to generalize the approach to more applica-
tion domains. We always deal with Figure 3a using one GPU, since
DL reductions usually possess smaller data sizes than those of high-
performance computing, which rarely exceed the handling power
of a single GPU. For Figure 3b and Figure 3c, we evenly decompose
the parallel for loop to multiple GPUs and let each generate one
kernel to avoid synchronizations between them.

PANAMERA is also applicable to matrix multiplication, since it
can also be considered as a reduction operator. Nonetheless, we do
not encourage to optimize matrix multiplication using PANAMERA
in most cases, since many DL compilers have more sophisticated
optimization strategies for such operators by fully incorporating
with specific hardware support.

For example, AKG has its specific strategy to optimize matrix
multiplication or map it to tensor cores using the same approach
presented in [6]. We compare the performance of PANAMERA and
the specific handling of matrix multiplication in AKG in Table 1.
The performance of PANAMERA is lower than the special handling
backed by tensor cores. However, PANAMERA can also surpass the
later by 2.71x when the reduced dimension is very large and parallel
dimensions are small (a strange shape that rarely but probably
happen in practice), where the atomic instructions are not the
performance bottleneck.

Table 1: Performance comparison of matrix multiplication
when optimized using PANAMERA and tensor cores in AKG.
We report execution time in microseconds.

MNK shape K-dim config | PANAMERA | tensor cores | matching percent
128 X 32 X 64 2 blocks 24.044 4.381 18.22%
128 X 32 X 1024 16 blocks 21.378 57.882 270.75%
1024 X 512 X 1024 16 blocks 183.18 78.623 42.92%

6.2 Limitations

PANAMERA currently suffers from some limitations. First, using
atomic instructions probably results in the non-determinism is-
sue. Addressing this problem using compilation techniques [39, 43]
is possible, but these methods may miss the specific features of
atomic instructions. We believe the recent hardware scheme for de-
terministic atomic buffering [12] is the best solution. Using atomic
instructions prevents PANAMERA from being extend to associative
but non-communicative reductions, but it is the price to pay for
using such hardware primitives. Second, mapping to the templated
routines during code generation still needs manual configurations,
making PANAMERA not fully automated. We believe automating the
generation of these routines is possible but calls for much effort
due to the diversity of different fused scenarios. Similar innermost
optimization can also be automated, like the automatic generation
of the innermost kernel for general matrix multiplication [52]. We
leave addressing these two limitations as our future work.
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7 EXPERIMENTAL RESULTS

PANAMERA is implemented in AKG [64] that takes as input a DL
model and generates CUDA code for GPU, with a templated C++
interface to isl-0.21 [57] used for polyhedral transformations. The
code repository is available at https://gitee.com/mindspore/akg.
AKG was used for NPUs but it can also generate CUDA code. A
DL model is first converted into sub-graphs, each of which is trans-
formed into tensor computations by the DSL of TVM. PANAMERA
lowers a tensor program to generate CUDA code for an NVIDIA
Tesla V100 GPU. The CUDA code is compiled using the nvcc com-
piler version 10.1 with the -O3 flag enabled for each program.

We conduct experiments on single operators, sub-graphs and
end-to-end workloads. The CUDA code generated by TVM (v0.6) [9],
Ansor [65], cuDNN (v7.6.4) and CUB (v1.8) [11] are considered for
comparison. A single operator is written using the DSL of TVM,
which can be taken as input by PANAMERA, TVM and Ansor. The
code variants and the GPU hardware configurations are optimized
using the auto-tuners of each approach, with both the optimal tile
sizes and the GPU grid/block parameters fully tuned. We pass the
appropriate arguments to the interfaces of cuDNN and CUB such
that they can be used in the experiment. The geometric mean of
10 executions is reported to minimize the effect of performance
noise. The optimal tile sizes used for each code evaluated in the
experiments are fully tuned by their own auto-tuners.

7.1 Results of Single Operators

We use three reduction operators including reduce_sum (summa-
tion), reduce_max (maximum) and reduce_and (logical AND) to
evaluate the scalability. The results of reduce_mul (product), re-
duce_min (minimum) and reduce_or (logical OR), follow similar
trends as the three operators considered here, respectively; we will
thus not show their results. We consider two factors, input tensor
configurations and data types, in this experiment. The data types
used in this evaluation include float32, float16, int and bool. The
results of the double and long long int are similar to those of float32
and int. The original tensor shape configurations are listed below
the bar charts of reduce_sum, and the flattened shape configura-
tions are shown below each plot of reduce_max with each reduced
dimension underlined. Figure 9 and 10 show the comparison of
the execution times. We use the flattened shape configurations for
explanation.

When given float32 and int types, TVM performs poorly with
larger input sizes, especially in the all-reduce scenarios, due to its
ineffective hardware binding strategy. As it can also work with
dimension flattening introduced in Section 3, TVM performs better
under x- and y-reduce shape configurations but still falls behind
PANAMERA due to the improper use of GPU blocks.

PANAMERA outperforms TVM slightly when given float16 data,
because we did not perform reductions over too many elements. The
maximum representable value of IEEE 754 half-precision floating-
point numbers is 65504. A greater size of float16 numbers may lead
to an overflow error of the partial or final reduction results. Consid-
ering the insufficient numbers of input elements, we did not span
the reduction to multiple blocks. The performance improvement
comes from our library. Similarly, one cannot specify a much larger
shape configuration to reduce_and, which takes as input bool data.
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In summary, PANAMERA obtains a mean speedup of 5.4X over TVM.
Note that reductions over float16 values are not supported by TVM,
which has to first convert the input into float32 and then transform
the result back to float16 to allow for the comparison.

We also report the execution times (the violet bars) of PANAM-
ERA with only the multi-block functionality disabled. This version
performs similarly to PANAMERA when given smaller shape config-
urations, but it suffers from severe degradation under larger and/or
complex shape configurations where the block-level parallelism is
crucial to performance improvement. The performance difference
between this version and TVM is due to the different tuned tile sizes.
The purpose of this experiment is to isolate the effects of Part @
and ®, which have to be used together for correctness. We did not
evaluate the effect of Part @, since it has been studied in [18, 27].

Ansor advanced TVM by automatically generating schedule
templates using a sampling strategy, but it did not optimize TVM’s
single-block parallelism. Due to the randomness of the sampling
strategy, its performance follows the similar trend as TVM’s by
sometimes outperforming and sometimes falling behind the later.
Ansor’s tuner searches towards a direction which it supposes can
find a better schedule, but it quits with a failure information thrown
out under the last y-reduce configuration, where its tuner cannot
find better solutions. PANAMERA outperforms Ansor by 9.6X.

cuDNN exhibits the worst scalability among all approaches to
both factors we considered. First, it seems that cuDNN does not
support reduction operators over integer numbers, since it throws
out a Bad_Parameter error when handling reductions of integer
numbers. The execution times of the int type are thus missing
in Figure 9 and 10. Second, when given floating-point numbers,
cuDNN scales well under the all-reduce cases, but its performance
declines severely under an x- or y-reduce configuration.

It is hard to exactly explain the reasons why cuDNN suffers from
such degradation, since its algorithmic implementation is not pub-
licly accessible. Based on a profiling analysis, we guess the possible
reasons may be as follows. First, it is likely that cuDNN dose not
perform loop coalescing, which results in the ineffective hardware
binding between parallel/reduced dimensions and GPU blocks in
the case of nested reductions over multiple variables. Second, it
seems like an identical 3D thread configuration «8,16,1» within
each block is used by default by this library, though multiple blocks
are allowed. Finally, it might not consider the pattern shown in Fig-
ure 2d when given a tensor shape configuration. Conversely, these
optimization strategies have all been integrated into our approach,
leading to a mean speedup of 33.7X over cuDNN.

We also collect the data of CUB [41]. CUB does not support
reductions over float16 data. We thus report the results of this type
by performing the same type conversion approach as what we
did to TVM, i.e., first converting the input data type into float32
and then changing the result back to float16. CUB falls behind our
approach due to the overhead of data type conversion, though it
performs similarly to PANAMERA when given float32 or int data.

CUB also has many restrictions. Similar to cuDNN, CUB cannot
handle the non-continuous reduction dimensions like Figure 2d.
We feed the flattened shape configurations to this library. In addi-
tion, it can only take as input reduction operators whose reduced
dimensions are along the inner loops, which requires an auxiliary
transpose operator to permute the reduced dimensions to inner
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Figure 9: Execution times of a single reduction operator under different data types (reduce_sum x axis: original shape config-
urations; reduce_max x axis: flattened shape configurations; y axis: log scaled execution time in ys; lower is better).
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memory access latency thanks to loop fusion.

Table 2: Summary of Sub-graphs. f for float; cast16 converts
an f32 tensor into f16 and cast32 performs the reverse pro-
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Figure 10: Execution times of reduce_and (x axis: shape con- i I 3;1[6‘—2@5;;]28] Casg; 1_sum - - - -
N cas r_sum - - - -
figurations; y axis: log scaled time in yus; lower is better). The 4 | f32[128021128) mul | rsum - - - B
original and flattened shape configurations are identical. 5 f32[1280] neg mul | r_sum - - -
6 f32[3072 mul mul r_sum - - -
7 f32[64,128,768] add mul _sum - - -

8 f32[64,128,768] add mul r_sum add mul T_sum

L. . . . 9 f32[8192,768] r_sum r_sum - - - -
positions when given a y-reduce case. This auxiliary transpose 10 | J16 [64,128.12,64] | reshape | cast32 | r_sum . . .
operator introduces performance penalty, which is represented by 11 | f16[64128768] | reshape | cast32 | r_sum - - -
12 f16 [64,20] reshape r_sum - - - -

the upper part of each stacked (red) bar under the y-reduce con-
figurations, and the execution time of CUB is always longer than
that of PANAMERA under y-reduce inputs. On average, PANAMERA
surpasses CUB by 3.5%x and outperforms the latter by 2.1x when

0o cuDNN 0o TVM 0o Ansor Ba PANAMERA w/o fusion I8 PANAMERA

the performance penalty of a transpose operator is not considered. 10° % %
10% E
1L N
7.2 Results of Sub-graphs - ]
. . 10
We collect 12 sub-graphs obtained from the high-level graph en- e so“ %;a? g’&? ga? @z\? g@? ga? gav\’ ga gav X g 9‘0 o0 2

gine [63] and compare the performance with TVM, Ansor and
cuDNN. Table 2 summarizes these sub-graphs, with each input

configuration denoted by the data type followed the tensor shape Figure 11: Execution times of sub-graphs (y axis: log scaled
in a bracket and reduced dimensions underlined. A sub-graph is execution time in ps; lower is better).

composed of two to six elementwise and reduction operators, and

each of its branches is terminated by a reduction operator. These The manual fusion of TVM also benefits from the faster local
sub-graphs can be taken as input by TVM [9], Ansor [65] and our memories of GPU and obtains comparable performance to that of
approach. Figure 11 shows the execution times of each approach. PANAMERA under all-reduce cases like sub-graphs 5 and 12, but it
The result of cuDNN is missing in some cases due to the failure of underperforms when the benefit of multi-block parallelism (sub-
supporting type casting operators and shape reshaping operators. graphs 4, 6, 10 and 11) or reduction propagation (sub-graphs 1, 2, 3
This illustrates that cuDNN is rarely scaling with divergent ele- and 7) is significant. In addition, the interaction with the upstream
mentwise operators. PANAMERA produces an average 9.5X speedup graph engine allows for the aggressive fusion of reduction operators
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(sub-graphs 8 and 9) where the two reductions on different branches
do not depend on each other but perform reductions along the
same set of loop dimensions. Such information is committed to the
upstream graph engine [63], which will then combine these two
reductions. This scenario is not considered by TVM. Our approach
brings about a mean speedup of 2.6X over TVM.

Ansor’s performance is inferior when the reduced dimensions are
relatively smaller (sub-graphs 1, 2, 5 and 12) or superior to TVM in
other cases (sub-graphs 4 and 6). This approach fails to handle sub-
graphs 8 and 9. PANAMERA outperforms Ansor by 2.7X on average.
The performance gap between PANAMERA and these baselines may
be further widened when given larger shape configurations.

The dark gray bars represent the execution times of PANAMERA
with loop fusion disabled. The benefit of loop fusion is lightweight
when given an all-reduce case and the number of operators is small
(sub-graph 12). This version also performs similarly to PANAMERA
for sub-graph 9, because the fusion between two independent re-
duction operators is exploited by the graph engine, which is enabled
in both versions. The effect of loop fusion is notable in other cases.

7.3 Results of End-to-end Workloads

PANAMERA was integrated into AKG, which performs a large num-
ber of domain-specific optimizations for convolutions and (batched)
matrix multiplications, without which the deployment of a DL
model onto GPU would be impossible. We first compare the ex-
ecution times of the codes generated by AKG with and without
our approach, which is used to illustrate how much improvement
PANAMERA can bring about to a tensor compiler.

We next compare the performance with MindSpore [32], TVM
and Ansor. MindSpore is a DL framework backed by cuDNN/cuBLAS.
The purpose is to demonstrate that PANAMERA can help AKG exceed
other approaches. The optimizations for convolutions, (batched) ma-
trix multiplications, efc. are also enabled by TVM and cuBLAS [40].
We consider BERT [13], Wide&Deep [10], VGG-16 [50], MobileNet-
v3 [31], Transformer-large [55] and GPT-3 [8] in this experiment,
with each expressed using MindSpore. The model configurations
can be retrieved from the model zoo of MindSpore at https://gitee.
com/mindspore/models.

BERT [13] is composed of 110 x 10® parameters and used for nat-
ural language processing. It is also one of the models in MLPerf [48].
The dataset of this model is composed of 4000 words and we use
mixed precision to experiment the workload. Wide&Deep [10] is a
model for recommendation system and click predication area. Its
dataset is extracted from [26] which include 9.56 GB data. VGG [50]
is also extracted from MLPerf [48] and used for large-scale image
recognition. MobileNet [31] takes as input images from the same set
of dataset of VGG and performs a combination of hardware-aware
network architecture search. Transformer-large [55] is designed
for natural language processing, which we instantiate using the
WMT English-to-German translation task, with mixed-precision
enabled. Similarly, GPT-3 [8] is an auto-regressive language model
created by OpenAl, for which we use the openwebtext dataset. Each
end-to-end workload is expressed using the MindSpore framework.
Note that the data of the GPT-3 model is collected on an NVIDIA
Tesla A100 GPU due to the limited time, and this hardware is used
by each code version of this model in this experiment.
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Table 3 reports execution time in milliseconds. The rightmost
column records the number of operators fused by DL reductions
that enabled by PANAMERA. The preceding column of the rightmost
reports the improvement (21.2% on average) of PANAMERA over
AKG. Our approach always improves the performance of AKG due
to the compound effect of faster parallel reductions and loop fusion.
The profiling results shown in Figure 9, Figure 10 and Figure 11
also apply to these end-to-end workloads. The next preceding three
columns list the improvements of AKG integrated with our ap-
proach over MindSpore backed by CUDA libraries, TVM and Ansor,
respectively. The libraries perform worst because cuDNN/cuBLAS
does not consider fusion across network layers. Integrating PANAM-
ERA into AKG produces a mean improvement of 122.5% over the
library routines. AKG itself is usually competitive to or falls behind
TVM and Ansor, but its performance exceeds the later two by 19.3%
and 15.2% on average thanks to our approach.

Table 3: Results of end-to-end workloads.

. Improvement over number of

Workloads [MindSpore[TVM|Ansor| AKG[PANAMERA MindSpore] TVM [ Ansor| AKG | fused ops
BERT 352.2  [138.0{120.3 [124.0 111.0 +217% | +24% | +8% | +12% 304
Wide&Deep! 224 12.5| 12.8 [12.6 11.0 +104% | +14% | +16% | +15% 74
VGG 70.4 65.7| 66.3 |67.6 64.2 +10% +2% | +3% | +5% 39
MobileNet 1514  [133.0|129.4|136.8| 131.5 +15% +1% -2% +4% 52
Transformer| 157.8  [132.4|126.5 [136.8 79.2 +99% +67% | +60% | +73% 746
GPT-3 483.0 |133.9[131.3]146.2| 123.7 +290% +8% | +6% | +18% 409

average +122.5% [+19.3%|+15.2%|+21.2%]

Note that the performance improvements are over the optimized
code generated by AKG, which has highly optimized matrix mul-
tiplication and convolution operators that consume most (usually
50%-90% or more) of the execution time of an end-to-end work-
load. As such, the performance improvements of PANAMERA seem
modest for VGG and MobileNet. Let us assume this portion be
90%, and this part does not contribute to the improvements of
PANAMERA over AKG, because they both parallelize these operators.
Suppose the remaining 10% be composed of only reduction oper-
ators. The theoretical speedup brought by PANAMERA over AKG

is m 0 5 = 1.11, where we presume the speedup

achieved by PANAMERA for reductions is x. In practice, the portion
of reduction operators may be smaller because there also exist many
other kinds of operators. Hence, the results on these two workloads
are not insignificant. For other workloads, PANAMERA can achieve
favorable improvements (up to 1.73x for Transformer-large).

7.4 Compilation Overhead

We now discuss the compilation overhead of our approach. We col-
lect the compilation time for each single operator. The results show
that PANAMERA does not introduce too heavy overhead (1.6-2.1x
slower) compared to TVM, the compilation time of which for each
single reduction operator is ranging from 0.35 to 0.45 seconds. Such
a lightweight cost does not aggravate the compilation overhead
when experimenting with sub-graphs and end-to-end networks.
One of the reasons of this lightweight compilation overhead is the
isolation of loop coalescing from the polyhedral model. Besides,
reduction propagation guarantees the matching between the loop
dimensions of a reduction operator and elementwise operators,
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simplifying the polyhedral fusion heuristic and thus mitigating the
polyhedral scheduling time.

8 RELATED WORK

Vendor libraries [5, 11, 41] are a common approach to parallelize
reductions on GPU. We showed in our experiments that a carefully
designed implementation by considering multiple metrics described
in Section 5.1 can achieve better performance than cuDNN and
CUB for many scenarios. Unlike our solution, other approaches rely
on kernel decomposition [27] to optimize the parallel reductions
on GPU, which is impractical for DL reductions as discussed in
Section 2.

Cooperative groups (CGs) [28] are used to group threads and can
synchronize block-level reductions. We used CGs in the early stages
of PANAMERA. CGs achieved competitive execution performance
to atomic instructions in many cases, but we finally use the cur-
rent approach due to two reasons. First, handling reductions using
CGs provides is less flexible than our current solution: one has to
always guarantee the perfect matching between the configurations
of thread blocks, threads and SMs; an error indicating “too many
blocks in cooperative launch” is otherwise thrown. Our current
solution does not have such a limitation. Second, CGs also restrict
the number of launched thread blocks within an SM, which makes
the performance of CGs’ generated code inferior to our current
solution when handling reductions with larger input data sizes. We
summarize some of such cases in Table 4.

Table 4: Input sizes of reduce_sum (float32) for which the
performance of CGs falls behind that of PANAMERA. Execu-
tion time is reported in milliseconds.

shape configuration

cooperative groups

PANAMERA

w/o atomic

w. atomic

improvement over
cooperative groups

(16226304)
(1024,131072)
(131072,1024)
(1048576,512)

93.70
626.46
657.45
2534.8

1530.80
624.51
607.85
2446.8

78.04
601.17
609.96
2424.6

20.07%
4.21%
7.79%
4.55%

Compilation approaches exploit the combined effect of reduc-
tions and other operators; they usually boil down to three stages.
Some of them [20, 66] focused on the detection of reduction de-
pendences, some studied the scheduling of reductions [14], and
some [49, 51, 56] used the associativity and commutativity of a
reduction to study its parallelism. None of these techniques con-
sider the domain-specific properties of DL models or the GPU
atomic instructions. Whether Reduction Drawing [49] uses atomic
instructions was not explicitly described. It seems their work still
uses kernel decomposition [27] when multiple thread blocks are
involved. The comprehensive study [14] on much earlier parallel
reductions showed that most of much earlier methods suffered from
similar limitations to the compilation approaches discussed here.

Recent compilation frameworks [3, 46, 54] for deep neural net-
works take into account the domain-specific knowledge of DL mod-
els. TC [54] is also integrated with CUB [41] to enhance the per-
formance of the generated code. However, the reduction scenarios
covered by TC is a subset of those handled by our approach. The im-
perfect handling of partial tiles in TC also makes their performance
inferior to our technique. Futhark is an optimizing compiler for a

J. Zhao, C. Bastoul, Y. Yi, J. Hu, W. Nie, R. Zhang, Z. Geng, C. Li, T. Tachon and Z. Gan

functional, array programming language. Similar to PANAMERa, it
studies parallel reduction for GPU by supporting fusion between
an elementwise-like producer and reduction consumer [30] and
also between independent reductions [29]. Its parallelization strate-
gies [36] for the latter two canonical forms in Figure 3 can be
evaluated by a tensor compiler’s autotuner, which helps PANAM-
ERA select the best-performing grid/block configurations. However,
Futhark requires an expensive transposition operation when deal-
ing with the y-reduce scenarios, which are well addressed in this
work.

Compilation approaches can also simplify the algorithmic com-
plexity of reductions [19] by reusing the intermediate results com-
puted during reductions. This idea is adopted by AlphaZ [61] and
extended to handle dependent reductions [60]. PANAMERA differs
from these approaches by making use of the commutativity of re-
ductions and GPU hardware resources rather than optimizing the
algorithmic complexity. In particular, PANAMERA is also applicable
to dependent reductions by performing reductions using a single
thread block. Each additional statement that introduces a backward
dependence to the reduction statements is executed by one block.

Language specifications and extensions excel at providing
domain-specific knowledge to compilers. Representative DSLs in-
clude Halide [47] for image processing and TVM [9] for DL models.
Halide’s extension [53] allows for the refactoring of reductions, with
the transformations still managed by hand. Another work [21] that
supports Halide generalizes various types of operators including
reductions and integrates its compilation flow with cuBLAS [40],
but no specialized libraries for reductions were considered. Atomic
instructions was also integrated into high-level kernel synthesis
frameworks [22], with loop transformations not considered. As our
work demonstrated, exploiting the reuse of intermediate variables
created by loop fusion is essential to improve the performance.

9 CONCLUSION

We studied parallel reductions on GPU and proposed a combined
library and polyhedral approach to optimize such programs for
deep neural networks. By fully considering the domain-specific
properties of DL models, we implemented loop coalescing as a pre-
processing optimization and propagated the reduction dependences.
These preparations allow us to focus on three canonical forms of
reductions, which are then delivered to the polyhedral model for
exploiting loop fusion and tiling. With the well-designed hardware
binding strategy in polyhedral compilation, the code generator
is able to automatically produce high-performance programs by
wrapping a highly tuned library and embedding low-level atomic
instructions. The results demonstrated that a careful orchestration
of well-known techniques can achieve better performance than the
state of the art. We will address the automatic generation of the
highly optimized routine and determinism issues in the future.
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PANAMERA: Parallelizing Reductions on GPU using Atomic Instructions for DL Models

A ARTIFACT

This is the artifact description. We offer the description for repro-
ducing the results of single operators and sub-graphs due to the
following two considerations. First, the result of an end-to-end
workload is the sum of its sub-graphs, so we believe reproducing
the results of sub-graphs is sufficient. Second, all of the workloads
used in the paper are written using MindSpore [32], which is a DL
framework developed by Huawei. The readers may be more familiar
with TensorFlow [1], Pytorch [44] or other popular frameworks but
not MindSpore. Reproducing the results of end-to-end workloads
requires the readers first to practice with MindSpore and next play
with its eco-system software, e.g., its autotuner, to obtain the best
results. Hence, fully reproducing the end-to-end results may take
much longer time and heavier engineering effort. Of course, we
can provide the reproducing steps to those who are interested in
the end-to-end experiments, and they can let us know if they wish,
although this would be a non-trivial task.

A.1 Preparation

We opened a repository for this artifact evaluation at https://gitee.
com/yaozhujia/panamera-artifact. To clone the artifact materials,
git should already been installed. We use the version 2.17. The
data sets and examples used in the paper can be obtained from
this repository. The mandatory hardware is an NVIDIA Tesla V100
GPU. The operating system we used is Ubuntu 16.04 LTS. One can
also try on other Linux distributions. The code was compiled by
NVIDIA CUDA Toolkit version 10.1 when we wrote the paper, but
11.1 is also acceptable. Once installed, the Profiler of the CUDA
Toolkit can be used to reproduce the results. Python 3.7.5 or higher
versions are required, with the package manager pip installed. The
environment is summarized in Table 5.

Table 5: Experiment environment.

Hardware An NIVDIA Tesla V100 GPU
Overating Svstem Ubuntu 16.04.4 LTS (GNU/Linux
P Shed 4.4.0-116-generic x86_64) or higher
CUDA Toolkits version 10.1 or 11.1
Python (pip installed) version 3.7.5 or higher
git version 2.7 or higher

Once the above requirements have been met, the readers can

fetch the artifact materials using
$ git clone git@gitee.com:yaozhujia/panamera-artifact.git

Listing 1: Cloning the repository of artifact materials.

In the following context, a command starting with $ can be executed
in the Unix terminal, and # denotes a comment. “/path-to-panamera-
artifact/” must be replaced by the environmental location of the
readers. For example, one can replace it using “/home/jack/Desktop”
if the user name is “jack” and he/she clones the artifact materials
into the Desktop directory of his/her computer. All materials for
reproducing the results are put into the directory named “repro-
duction”. We describe the artifact in a tool-by-tool way.
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A.2 Reproducing the Results of PANAMERA

A.2.1 Installation. To reproduce the results of PANAMERA, one first
has to install AKG [64], into which PANAMERA has been integrated,
using the provided Python wheels, depending on the CUDA Toolkit
versions. For example, if the Toolkit version is 10.1, the readers can
use the following commands to install AKG.

$ cd /path-to-panamera-artifact/install/cudale@
$ pip install akg-1.2.0-cp37-cp37m-linux_x86_64.whl

Listing 2: Installing the AKG compiler.

A.2.2  Execution. One can now reproduce the results of PANAMERA.
The readers can change into the directory named “Panamera” and
follow the instructions of README. The commands for reproducing
the results of PANAMERA are as follows.

cd /path-to-panamera-artifact/reproduction/Panamera

First, one can reproduce the results of single operators

1.1 reproduce the results of reduce_sum

nvprof python reduce_sum.py

1.2 reproduce the results of reduce_max

nvprof python reduce_max.py

1.3 reproduce the results of reduce_and

nvprof python reduce_and.py

Second, one can reproduce the results of sub-graphs or "composite cases"
2.1 eproduce the results of composite cases

nvprof python test_composite_info.py -af ./composite/1.info
nvprof python test_composite_info.py -af ./composite/2.info
nvprof python test_composite_info.py -af ./composite/3.info
nvprof python test_composite_info.py -af ./composite/4.info
nvprof python test_composite_info.py -af ./composite/5.info
nvprof python test_composite_info.py -af ./composite/6.info
nvprof python test_composite_info.py -af ./composite/7.info
nvprof python test_composite_info.py -af ./composite/8.info
nvprof python test_composite_info.py -af ./composite/9.info
nvprof python test_composite_info.py -af ./composite/10.info
nvprof python test_composite_info.py -af ./composite/11.info
nvprof python test_composite_info.py -af ./composite/12.info
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Listing 3: Commands for reproducing PANAMERA’s results.
Listing 3 can reproduce the results of all single operators and the
12 sub-graphs in Table 2 of the paper. For single operators, the
default data type is float32 and the default shape configuration
is [1024,1024]. To change the data type, one can open, e.g., the
reduce_sum.py file and change the parameters (line 77 for shape
and line 78 for data type) in the main function at the end of the file.

A.2.3  Profiling Results. During the execution, AKG outputs the
results to stdout, which is similar to “gpu(0): exec = xxx ms/op”.

A.3 Reproducing the Results of TVM

A.3.1 Installation. AKG was developed based on TVM version
0.6 [9]. Hence, the TVM version 0.6 has already been installed
when installing the Python wheels file.

A.3.2  Execution. The readers can change into the directory named
“tvin” and follow the instructions of the README file. The com-
mands for reproducing the results of PANAMERA are the same as
Listing 3 except that the first command is replaced by

$ cd /path-to-panamera-artifact/reproduction/tvm

Listing 4: Commands for changing directory to tvm.
Changes of data types and/or shape configurations are the same as
the execution of PANAMERA.

A.3.3  Profiling Results. During the execution, AKG outputs the re-
sults to stdout, which is similar to “gpu(0): exec = xxx ms/op”. Note
that the script in the “tvm” directory has disabled the polyhedral
scheduler of AKG, which falls back to TVM version 0.6.
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A.4 Reproducing the Results of Ansor

A.4.1 Installation. To install Ansor [65], the readers can change
into the directory named “ansor” using

$ cd /path-to-panamera-artifact/reproduction/ansor

Listing 5: Commands for changing directory to ansor.
and follow the instructions of README. Ansor is the autotuner
of TVM, so one can follow the installation instructions of TVM at
https://tvm.apache.org/docs/install/index.html. In particular, Ansor
requires the TVM version has to be later than 0.8.

A.4.2  Execution. The commands for reproducing the results of

Ansor are as follows.

# First, one can reproduce the results of single operators

$ python single-op/single_op.py

# Second, one can reproduce the results of sub-graphs or "composite cases"

$ python composite-op/casel.py

$ python composite-op/case2.py

$ python composite-op/case3.py

$ python composite-op/case4.py

$ python composite-op/case5.py

$ python composite-op/case6.py

$ python composite-op/case7.py

$ python composite-op/case8(fail).py

$ python composite-op/case9(fail).py

$ python composite-op/casel0.py

$ python composite-op/casell.py

$ python composite-op/casel2.py

Listing 6: Commands for reproducing the results of Ansor.

For single operators, changes of data types and/or shape configura-
tions can be achieved by modifying the “single_op.py” file in the
“single-op” directory. The default shape configuration and data type
are [768, 21128] and float32, respectively. They can be modified at

line 27 and 24 of the “single_op.py” file, respectively.

A.4.3  Profiling Results. During the execution, Ansor outputs the
results to stdout, which looks like “Execution time of this operator:
xxx ns”. Note that the script has been rewritten using Ansor’s DSL
and the search trail has been set to 1000, which can find a good
code variant according to our experience.

A.5 Reproducing the Results of cuDNN

A.5.1 Installation. To reproduce the results of cuDNN reported in
the paper, one needs to install MindSpore [32] first. The readers
can change into the directory named “cudnn” using

$ cd /path-to-panamera-artifact/reproduction/cudnn

Listing 7: Commands for changing directory to cudnn.
and follow the instructions of the README file. Specifically, the
framework can be installed from https://www.mindspore.cn/install/
en. One can select version 1.8.1, and the hardware platform should
be either GPU CUDA 10.1 or 11.1. Operation system is Linux-x86_64
by default, and Python can be the version 3.8.0. Installation mode
can choose pip.

A.5.2  Execution. Once MindSpore is installed, one can reproduce
the results of cuDNN using

$ nvprof python sample.py

Listing 8: Commands for reproducing the results of cuDNN.
Changes of data types and/or shape configurations can be achieved
by modifying the “input_x” parameter of the “sample.py” file. The
default setting uses shape [768,768] and data type float64. The
“ReduceSum” operator at line 9 can be replaced by “ReduceMax”

J. Zhao, C. Bastoul, Y. Yi, J. Hu, W. Nie, R. Zhang, Z. Geng, C. Li, T. Tachon and Z. Gan

and “ReduceAnd”. As cuDNN does not support fused operators, the
result of a sub-graph is the sum of multiple invocations of cuDNN
library calls, so we did not provide examples for sub-graphs.

A.5.3  Profiling Results. During the execution, MindSpore outputs
the results to stdout, indicated by the command of nvprof. Note
that a reduction operator implemented using cuDNN may call many
times of different kernels, e.g., “reduce_tensor_kernel_free” and
“op_tensor_kernel_alpha2_zero”. The result of a reduction operator
executed by cuDNN should be the sum of these kernels.

A.6 Reproducing the Results of CUB

A.6.1 Installation. The code repository of CUB is https://github.
com/NVIDIA/cub. The readers can first change into the directory
named “CUB” and clone CUB using

$ cd /path-to-panamera-artifact/reproduction/CUB
$ git clone https://github.com/NVIDIA/cub
$ cd cub/tree/main/examples/block

Listing 9: Commands for changing the directory to CUB.

A.6.2  Execution. The examples used to reproduce the results of
CUB are offered in its repository. In particular, the two CUDA
files “example_block_reduce.cu” at https://github.com/NVIDIA/
cub/tree/main/examples/block/example_block_reduce.cu for
the all-reduce patterns and “example_device_reduce.cu” at
https://github.com/NVIDIA/cub/blob/main/examples/device/
example_device_reduce.cu for the x- and y-reduce patterns are
used in the experiments. The command to execute the fetched
CUDA C++ code of CUB can be executed using

$ nvcc -arch=sm_70 example_x_reduce.cu -I../.. -lcudart -03

Listing 10: Commands for reproducing the results of CUB.
where “sm_70” is specified for the NVIDIA V100 GPU and “x” should
be replaced by block or device.

As CUB is a templated library, changing data type, operator type and
shape configurations requiring some manual efforts. The readers
can use the two examples to reproduce results of reduce_sum with
data type int if they do not want to change data/operator types
or shape configurations. Otherwise, the readers can follow the
instructions below.

To change data type, one has to change all involved arrays in
the file into other data types. For example, the data types of
h_in, h_reference and d_in arrays should be change into other
ones. The shape configuration is defined by the num_items pa-
rameter. For “example_device_reduce.cu”, it can be manually de-
fined at line 110. For “example_block_reduce.cu”, num_items is
implicitly defined (line 142) as the product of one can change
the parameters of the BLOCK_THREADS and ITEMS_PER_THREAD,
which in turn are defined when invoking the Test subroutine
(line 280). For example, one can invoke the Test subroutine us-
ing Test(1024,64,BLOCK_REDUCE_WARP_REDUCTIONS)() when exe-
cuting an all-reduce pattern of shape 65536. The operator type can
be changed in different ways. For “example_block_reduce.cu”, one
can change Sum at line 96 into e.g., Max to reproduce the results of

reduce_max. For “example_device_reduce.cu”, the Sum at line 161
can be altered into Max or And to obtain other operator types.

A.6.3  Profiling Results. During the execution, CUB outputs the
results to stdout, which is similar to “Average kernel millis: xxx”.
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